
Adaptive Spectroscopic Exploration Driven by
Science Hypotheses for Geologic Mapping

Alberto Candela Garza

CMU-RI-TR-17-62

August 2017

Robotics Institute
School of Computer Science
Carnegie Mellon University

Pittsburgh, PA 15213

Thesis Committee:
David Wettergreen, Chair

Nathan Michael
Daniel Maturana

Submitted in partial fulfillment of the requirements

for the degree of Master of Science.

Copyright c© 2017 Alberto Candela Garza





Abstract
As exploration goes to further extremes, communication becomes more con-

strained. Planetary rover operations are limited in bandwidth, delayed due to dis-
tance and resource restricted to just a few communication cycles per day. Despite
being one of the closest planets from Earth, Mars rovers spend the vast majority of
their time isolated, awaiting instructions. Clearly the exploration of much farther
celestial bodies, such as the moons of Jupiter or Saturn, will be even more difficult.
At the same time, planetary exploration involves frequent scientific reformulation
and replanning. This problem suggests the need for a new paradigm where rovers
can communicate and operate more efficiently by having a deeper understanding of
the evolving scientific goals and hypotheses guiding their missions, rather than just
collecting and sending data to human scientists for interpretation and planning.

This work establishes the science hypothesis map as a spatial probabilistic struc-
ture in which scientists initially describe their abstract beliefs and hypotheses, and in
which the state of this belief evolves as the robot makes raw measurements. It dis-
cusses how to incorporate path planning for maximizing scientific information gain,
which is efficiently computed. As proof of concept, this thesis describes a geologic
exploration problem where a robot uses a spectrometer to infer the geologic compo-
sition of regions. This research shows that the science hypothesis map can be used
to infer geologic units with high accuracy, and that exploration using information
gain-based path planning has better performance than exploration with conventional
science-blind algorithms.
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Chapter 1

Introduction

Modern planetary robotic exploration is guided by scientists specifying actions, such as spe-
cific instrument measurements, on a path that they believe will best address the investigation
questions. The exploration path is formed from expert knowledge of the site and expectations
about where to gather mission-critical information. To illustrate this, Figure 1.1 shows an artist’s
concept of Curiosity collecting instrument measurements on Mars. Scientists reinterpret their
measurements with growing contextual knowledge of the environment, so real exploration is
characterized by a frequent reformulation and replanning throughout the mission lifetime [30].
Replanning occurs on large strategic scales, bypassing or favoring geographic locales, as well
as local tactical scales, lingering at an anomalous feature for additional measurements [21, 56].
However, planetary exploration always occurs with low bandwidth and high latency communi-
cations, leaving limited opportunities to revise the exploration plan once committed, or causing
scientists to devise an incremental plan in which the robot waits inactive between command
cycles.

This thesis describes an approach to overcome the communication bottleneck in robotic ex-
ploration, where the command to the remote explorer is based on an evolving model of what the
initially scientist believes, rather than a single prescribed route, enabling the robot to take more
adaptive and efficient actions based on real-time information, improving the rate and productivity
of discovery.

This work develops the science hypothesis map as the spatial probabilistic structure in which
scientists communicate their belief about the world and in which the belief state evolves as the
robotic explorer collects information. This article develops the groundwork for science hypothe-
sis maps, detailing how they can guide the robot to improve the rate and productivity of discovery.

In general, scientists define their exploration questions in terms of abstract concepts far re-
moved from the raw sensor data available to a robot. It is usually unfeasible to encode this rich,
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Figure 1.1: This image is an artist’s concept of Curiosity, the NASA rover deployed on Mars. It uses its
Chemistry and Camera (ChemCam) instrument to investigate the composition of a rock. The ChemCam
consists in two different instruments combined as one: a laser-induced breakdown spectroscopy (LIBS),
and a Remote Micro Imager (RMI). Image courtesy of NASA [2].

Table 1.1: Examples of simplified Science Traceability Matrices.

Investigation objectives Physical properties Measurements

Determine geology
Abundance of key mineral
classes

Surface reflectance in 450-2500
nm

Determine the presence and di-
versity of marine life

Salinity of the water Water conductivity in µS/cm

Monitor air quality
Abundance of particles such as
carbon monoxide, sulfur diox-
ide, etc.

Particle concentration in µg/m3

abstract knowledge in a direct way that enables true robotic understanding. However, it is possi-
ble to construct simpler hierarchical probabilistic models relating these representations to mea-
surable data. Conventions for mission design show ways of quantifying these relationships. For
example, NASA missions represent the relationship between abstract investigation objectives and
raw measurements with a Science Traceability Matrix (STM). This is done through a tripartite
division into investigation objectives, physical properties, and instrument measurements. Table
1.1 shows some examples of Science Traceability Matrices for geologic, oceanographic [8], and
air quality investigations [4].

The science hypothesis map extends the idea of a Science Traceability Matrix to a proba-
bilistic model with spatial extent, granting robustness under uncertainty. It also determines the
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Measurements

Robot

Experimental Design

Bayesian Inference

Scientist

Hypotheses

Figure 1.2: Adaptive robotic exploration as a cycle of two processes: Bayesian inference and experimental
design (path planning). Scientists can guide the process by defining hypotheses and constraints (in the
form of resource models, goal waypoints, etc.).

information that collected measurements, directly interpretable by the robot, provide with respect
to the fundamental investigation objective. The most beneficial measurements produce a large
expected reduction in uncertainty. The previous notion serves as the foundation of Bayesian ex-

perimental design [11]. It can be decomposed into two processes that form a cycle: Bayesian

inference and experimental design. In the first one, the hypotheses’ probabilities are updated
when new measurements are collected. In the second one, the updated hypotheses dictate ac-
tions that minimize uncertainty, which translate to path planning in robotic exploration (Figure
1.2). With each communication event, the scientist can define the variables of interest and the
probabilistic models relating them to instrument data. In real time, a robot can continually cal-
culate navigation plans that optimize scientific discovery.

The presented formulation has several specific benefits. First, science hypothesis maps im-
prove operational efficiency. Current operations require meticulous direction of each robot. Sci-
ence hypothesis maps communicate objectives simply and intuitively, and define the appropriate
behaviors without low-level action planning. Second, they can improve science yield by forcing
exploration to be driven by quantitative, formal hypotheses that are related mathematically to the
measurements made by the robot. Too often, such hypotheses are left implicit or only heuristi-
cally tied to the activities selected. Robotic activity plans can be optimized, allowing the system
to react to unanticipated events that occur while the robot is out of communication. For example,
delays in navigation are common due to hazard avoidance [56] or unanticipated environmental
influences. Robots that understand the hypotheses under study can recover from these effects by
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recomputing the measurement strategy. They can exploit resource surpluses in a similar fashion
[56].

1.1 Overview of the Thesis

This thesis first describes and discusses work that is related to the alluded problem of autonomous
robotic exploration in Chapter 2.

Chapter 3 presents a general description of the science hypothesis map and the way it can
be used to perform Bayesian inference of high-level scientific investigation objectives from low-
level measurements.

Chapter 4 explains the application of the concepts of the science hypothesis map to a geologic
mapping problem of a well-studied site: the Cuprite Mining District in Nevada.

Next, Chapter 5 describes information gain-based path planning strategies that can be inte-
grated with the science hypothesis map to optimize the rate and productivity of discovery.

Chapter 6 first tests the accuracy of the science hypothesis map independently, and then
evaluates the performance of diverse science-blind planners vs. science-aware planners; both in
simulations with high resolution data of Cuprite, Nevada.

Finally, Chapter 7 concludes this thesis with a discussion of the findings on this work, as well
as relevant subsequent avenues for research.
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Chapter 2

Related Work

This chapter describes and discusses both classic and state-of-the-art work that is highly related
to the tackled problem on this thesis. First, in the area of adaptive robotic exploration. Addition-
ally, spectroscopy is a very important element in planetary and geologic exploration, therefore a
whole subchapter is devoted to explaining diverse strategies and techniques for the analysis of
spectroscopic data.

2.1 Adaptive Robotic Exploration

Solving the problem of robotic exploration requires multiple steps. First, a model of the environ-
ment is typically obtained using prior information from diverse sources and extracting meaning-
ful features. Once a model is learned, a sampling reward is predicted for each feasible sampling
point. Following that, a path that seeks to maximize the cumulative reward is planned through
the terrain. However, the main difference between conventional exploration and adaptive explo-
ration is the following: in adaptive exploration, the information provided by previously collected
measurements can be used to adaptively improve the model, and more importantly, to modify the
path itself.

First of all, building a model of the environment typically involves extracting features from
imagery collected either through orbital flybys or through rover traversal. Thompson et al. extract
rock classes from the rover imagery using a modified Viola/Jones rock classifier [55], which can
then be used as features for terrain classification in a spatial model [58]. Classification in the
pixel space, using robust machine learning techniques like Random Forests, yields much more
precise classification [25].

Once a model is built, the reward calculation proceeds by estimating the gain from each sam-
pling opportunity. Both Foil and Thompson consider iteratively modeling the sample space to
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assess the reward of future samples [24, 55]. Additionally, Thompson et al. provide a spatial
model that predicts future readings based on previous observations using a Gaussian process re-
liant on information gain based sampling. Foil et al. models the sample space using modifications
to Gaussian mixture model and relies on different metrics to calculate rewards. For instance, [24]
uses an adaptive Gaussian mixture model in sample space to assign rewards to points where sam-
pling is feasible. Many methods in exploration robotics assign an entropy or information gain
metric to every exploration opportunity and define an objective function which usually serves to
maximize the total information gain.

Several approaches exist to generate paths using the estimated reward of a location. Such
planning involves formulating an objective function and optimizing it with budget constraints.
Maximum-Entropy Sampling (MES) strategies select the next sampling point based on the sole
criterion of maximizing the entropy within the set of sampled points. Such a method is therefore
restricted by selecting when a single sample is being selected. However, the problem at hand
needs to select a subset of all available sampling opportunities. Spatial design is applied by
Thompson et al., which consists in selecting samples that maximize the differential entropy of
the sample space [55]. On a different approach, Thompson et al. optimize the reconstruction
error and analyzes greedy Least Squares and non-negative Least Squares optimization techniques
[58].

Robots have become excellent at detecting objects [25, 44, 55], environmental phenomena
[21], or finding representative measurement locations by only using low-resolution remote data
[58]. To illustrate this, Figure 2.1 shows an example of autonomous exploration carried out
by Zoë in the Atacama Desert, Chile. Zoë is a rover that was developed at Carnegie Mellon
University (CMU). It is capable of performing onboard science analysis for various tasks such as
life detection in extreme environments [30].

However, these methods only work under certain static conditions, goals, and assumptions.
Hence the motivation of using evolving science goals to drive adaptive exploration. A few de-
ployed robots can perform automatic science data analysis [8, 15, 21, 62], however they do not
use science hypotheses as an integral part of their reasoning. Instead, they pursue static objec-
tives that are fixed at the outset. These simplified tasks, such as mapping scalar fields (e.g., ocean
temperature [8]), or detecting transient features (dust devils on Mars [10]), are defined long in
advance.

Bayesian networks have been used by some robots for tasks such as mineral classification
[26], or meteorite identification [44], but they also operate under predefined static objectives that
ignore the evolution of the robot’s overall knowledge of a scene throughout the mission.

Researchers have only recently begun to investigate the complete Bayesian experimental de-
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Figure 2.1: Example of the CMU rover Zoë navigating autonomously in the Atacama Desert, Chile. Zoë
is collecting data with its spectrometer from a location of interest for the science team.

sign loop (Figure 1.2), and consequently build probabilistic models connecting high-level con-
cepts with low-level observations [5, 27]. However, these approaches have not investigated the
influence of the scientist’s prior knowledge of a scene during exploration, which is critical in
realistic scenarios. They have also not integrated nor compared state-of-the-art informative path
planners with their systems, which are discussed with more detail in chapter 5.

The main innovation in this work is an approach that incorporates low-level measurements
and discoveries during exploration and dynamically responds with evolving high-level objectives
and plans.

2.2 Analysis of Spectroscopic Data

Planetary missions tend to heavily rely on the analysis of spectroscopic data. Spectroscopy is
a discipline that studies the interaction between matter and electromagnetic radiation. By ob-
serving unique patterns in the reflectance and absorption of light throughout the different wave-
lengths of the electromagnetic spectrum, the chemical composition of an object may be derived,
such as the presence of water or certain minerals [17, 39]. There are many different spectro-
scopic sensors and techniques, both for remote and in situ sensing. In here, we focus on imaging
spectroscopy, which is the acquisition of orbital images where each pixel stores information from
many wavelengths of the electromagnetic spectrum, instead of just the three bands that comprise
the standard RGB color model. Figure 2.2 shows an example of a spectral image, containing
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Figure 2.2: Example of a spectral image. 3-D representation (left) and a spectrum corresponding to a
single pixel (right). Information provided by imaging spectroscopy is richer and far more complex than
the one that is obtained from standard RGB imagery.

much richer information that a conventional RGB image, yet a similar spatial structure.

The analysis of this kind of data is a laborious task and often requires the expertise and
intuition of scientists, as well as some knowledge of the specific context in which the spectra was
measured. However, the analysis becomes increasingly hard on new planets or environments.
Spectral images tend to be high-dimensional large files, so adequate preprocessing and analysis
methods are necessary to obtain meaningful and efficient results. There are many different types
of spectroscopic analysis methods, depending on the task at hand and the required or desired
level of complexity. Figure 2.3 shows a high-level organization of the existing spectral analysis
strategies, which are explained next with more detail. Table 2.1 shows a summarized comparison
of these strategies.

First of all, a spectral signal is the measured response of the interaction between light and
an object, such as a rock. Most of the times, it is difficult to find a truly pure material in the
environment, so typically the analysis has to deal with mixtures. Due to simplicity, sparse linear
mixing models are the most common for explaining the material abundances in each pixel. How-
ever, linear models may be too simplistic in some scenarios. There exist more complex nonlinear
models that may be capable of fitting the data with more accuracy, but also have the drawback of
potential overfitting [17, 38, 39].

Spectral analysis can be performed by just taking into account relevant features. In this con-
text, geoscientists tend to use the absorption bands of spectra as characteristic features for mate-
rial identification [17, 35]. Figure 2.4 shows an example of a spectral absorption feature. As it
may be observed, it comprises basic elements such as position, depth, and width. This have been
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Strategies

Absorption	
Feature	
Analysis

Simple	
Shape	

Matching

Complete	
Shape	

Matching
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Full	Spectral	
Analysis

Distance	
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Target	
Detection

Mixing	
Models

Linear	
Mixing

Nonlinear	
Mixing

Figure 2.3: Existing spectral analysis strategies, as organized by Rencz and Ryerson [46].

used to construct expert systems for simple shape matching [36]. More sophisticated methods
perform a complete shape matching of the absorption features using a least squares criterion in
conjunction with encoded expert knowledge, most notably the Tetracorder system [18]. Finally,
some techniques attempt to model the features by fitting functions such as Gaussian, Lorentzian,
or Voight curves to spectral signals [9]. In general, these methods and no to implement, are
highly sensitive to noise, but their results and way of operation are better in terms of scientist
interpretability.

Another wide approach for spectral analysis is to look at the whole spectrum and compare
it to spectra of known materials. A very popular method consists in comparing spectra using
distance metrics. Probably the most common is the Spectral Angle Mapper, which is a direct
analog of the cosine distance function or the normalized cross-correlation operation [35]. Other
examples of distance metrics within this context are the Spectral Information Divergence (a vari-
ation of the Kullblack-Leibler divergence) [12], and the Hamming distance (by encoding spectra
as binary signals) [42]. However, these methods are not very useful when dealing with mix-
tures. There exist target detection techniques for finding present materials of interest, such as
the spectral matched filter [39, 48], but they work under the assumption of linear mixtures. They
are relatively simple to automate and they are robust robust in the presence of noise, but lose
physical interpretability.

In principle, many image processing, machine learning, and computer vision tools can be
applied to spectral images. Algorithms ranging from Gaussian Classifiers and K-means [59]
to Deep Neural Networks [45] have been applied to these. An important thing to underscore
is that spectral images are very large files, therefore dimensionality reduction can be applied
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Absorption
Feature/Band

Figure 2.4: Example of a spectral absorption feature [35].

Table 2.1: Summarized comparison of the spectral analysis techniques.

Strategy Computational Simplicity Physical Interpretability Data fitting
Absorption feature analysis Low High Potential overfitting

Full spectral analysis High Low Potential underfitting
Linear mixing Low High Potential underfitting

Nonlinear mixing High Low Potential overfitting
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(a) RGB channels. (b) Spectral superpixel segmentation using SLIC. Visual-
ization is on a false RGB image.

Figure 2.5: Example of the superpixel segmentation of a spectral image.

in order to get meaningful results with reasonable computational resources. Since there is a
high correlation between adjacent channels, methods such as Principal Component Analysis
(PCA) are common for spectral dimensionality reduction [38, 39]. Another relatively recent
strategy consists in taking advantage of the existing high correlation between neighboring pixels.
In standard RGB images, superpixel algorithms are popular for finding features and reducing
processing complexity [1]. They have also been used for various spectral data analysis tasks
[20, 22, 54]. Figure 2.5 shows an example of the Simple Linear Iterative Clustering (SLIC)
algorithm applied to a spectral image.

In conclusion, there exist multiple spectroscopic analysis techniques. Among them, there is
an overall trade-off between computational simplicity (both in terms of implementation and data
processing), physical interpretability, and accuracy. For an autonomous rover scenario involving
probabilistic processes, which are robust in the presence of noise and discrepancies, full spectral
analysis and linear mixing techniques seem to be the most appropriate to apply. Although phys-
ical interpretability may be lost, the robot’s goal is to efficiently communicate high-level results
to the scientist, and spectral analysis lies as a low-level measurement processing operation. Ad-
ditionally, preprocessing steps such as PCA and superpixels turn out to be quite useful in this
context, especially in terms of data processing efficiency.
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Chapter 3

Science Hypothesis Map

Recapitulating, Chapter 1 explains the hierarchical structure of the STM, as well as the basics of
Bayesian experimental design. It also mentions their potential to improve autonomous robotic
exploration.

Consequently, this chapter first develops the notion of the science hypothesis map by merging
these two concepts, specifically the STM with Bayesian inference: a spatial probabilistic frame-
work that allows to infer high-level investigation objectives from low-level sensor measurements
on a map. It later describes how to perform Bayesian inference with the science hypothesis map,
and finally discusses limitations and potential future developments.

3.1 Structure

First of all, there is a strong spatial component involved when dealing with remote exploration
[55]. This process may be seen as a region labeling task. To illustrate this, Figure 3.1 shows
a geologic map of Mars. Note that the labeling is uniform within craters, valleys, plateaus, et
cetera.

Another fundamental ingredient in the formulation of the science hypothesis map is using a
probabilistic model. Stochastic models have proven superior over straightforward deterministic
models when dealing with uncertainty and noise. An important thing to consider is flexibility
in the model by being able to operate with both quantitative and qualitative (also known as
categorical) random variables. Most methods solely work with quantitative variables, but many
scientific concepts in geology, biology, chemistry, etc. are actually better modeled as categorical
variables.

The science hypothesis map is a spatial probabilistic structure that allows to perform infer-
ence of abstract scientific concepts from raw sensor measurements. It has the following hierar-
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Figure 3.1: Example of a geologic map of Mars recording the distribution of geologic formations and
landforms on the planet’s surface through time. Note that the labeling is uniform within craters, valleys,
plateaus, et cetera. Image courtesy of the United States Geological Survey (USGS) [52].

chical components, visually represented in Figure 3.2:

• The map partitions into k independent, predefined spatial regions, labeled as R : {r1, . . . , rk},
(see left of Figure 3.2).

• The investigation objectives estimate abstract properties which are themselves unknowns,
labeled as H : {h1, . . . , hl}. Each region can be explained by an investigation objective
with probability PR(H).

• Physical properties, labeled as Y : {y1, . . . , ym}, have unique associations with the inves-
tigation objectives, given by PR(Y |H).

• The robot collects n sensor measurements, labeled as Z : {z1, . . . , zn}. These measure-
ments could be noisy or dependent on observing conditions, so there is an indirect associ-
ation between Z and Y given by PR(Z|Y ).

In addition to these components, the science hypothesis map operates under the following
assumptions and conditions:

• For mapping and computational convenience (further discussed in Chapter 5), the explored
environment is partitioned into disjoint regions, each associated with its own independent
conditional distributions relating investigation objectives, physical properties, and mea-
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Figure 3.2: Plate notation of the science hypothesis map. Each spatial region r ∈ R has an independent
hierarchical conditional distribution of investigation objectives h ∈ H , physical properties y ∈ Y , and
measurements z ∈ Z.

surements (Figure 3.2). This notion is easily traceable and interpretable for the scientist,
and it is compatible with the scientist’s analysis procedure [43, 61].

• The scientist assigns a prior probability vector PR(H) to each spatial region. This prob-
ability distribution is updated with evidence, and may be observed and modified by the
scientist anytime during the mission, granting interpretability and flexibility.

• Initially, the rover only knows the probability vector PR(H) and the spatial segmentation
of the map into regions.

• The rover is only capable of diagnosing the associated physical property Y of a sensor
measurement Z at each point-like location.

• Orbital data is only used to define the boundaries of spatial regions, and they are kept fixed
throughout the whole mission since there is almost no ambiguity in spatial segmentation
(e.g. craters, volcanoes, plateaus, etc. are relatively simple to delimitate) [43, 61].

3.2 Bayesian Inference

The previous probabilistic model can be used to infer the corresponding investigation objective
H for each region r ∈ R, given a measurement Z. That is, find a closed-form expression for
PR(H|Z) in terms of the known conditional distributions PR(Y |H) and PR(Z|Y ). First, the
joint probability model of H , Y , and Z for each region in R can be decomposed using the chain
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rule:
PR(H, Y, Z) = PR(H)PR(Y |H)PR(Z|Y ). (3.1)

Integrating over variables:

PR(H,Z) = PR(H)
∑
Y

PR(Y |H)PR(Z|Y ), (3.2)

PR(Z) =
∑
H

PR(H)
∑
Y

PR(Y |H)PR(Z|Y ). (3.3)

From the definition of conditional probability:

PR(H|Z) =
PR(H,Z)

PR(Z)
. (3.4)

Finally, the direct closed-form expression is:

PR(H|Z) =
PR(H)

∑
Y PR(Y |H)PR(Z|Y )∑

H PR(H)
∑

Y PR(Y |H)PR(Z|Y )
. (3.5)

This is equivalent to performing Bayesian inference, with PR(H) being the prior probability
or initial belief of the explaining investigation objective of a region, given by the scientist in
advance, and PR(H|Z) the posterior probability or updated belief.

3.3 Discussion

This approach is constructed in a way that allows to model and accommodate various tasks with
a mapping component. Investigation objectives, physical properties, and sensor measurements
are defined in a very broad way in this chapter. The next chapter serves as an example to help the
reader work through these concepts via a concrete application: a geologic exploration scenario.

Of course, this approach has limitations. One of the fundamental assumptions of the model
is the existence of independent spatial regions. Indeed, this notion is very helpful for simplifying
the problem and is consistent with the scientist’s mental process of analysis and interpretability. It
has also been used by other researchers for various tasks such as 3D mapping [13]. Nonetheless,
it may oversimplify spatial correlation between regions. A solution might be to use a Gaussian
kernel [5] or a spectral similarity criterion with the purpose of propagating the inference process
throughout the whole map whenever a new measurement is collected.

Other limitations include assuming that the region boundaries are static, and more impor-
tantly, that the rover has only access to these boundaries and the scientist’s initial hypotheses
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at the beginning of the exploration mission. Incorporating low resolution orbital data into the
probabilistic model, as typically available prior to exploration missions, would prove very useful
as well for propagating the inference process through other locations of the map.
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Chapter 4

Geologic Exploration

Often planetary exploration, including surface exploration of Mars, the Moon, and other plane-
tary bodies, involves mapping surface mineralogy to infer geologic composition, structure, ori-
gins, and ages. Geologists use the age of rocks to determine the sequence of events in the
history of a planetary body. Geologic and mineralogical composition information helps them
estimate what happened over time. Particularly important is the identification of rocks and min-
erals formed in the presence of water, since water is one of the key elements to sustain life [3].
Therefore, it would seem that planetary exploration reduces to geology.

Consequently, this thesis considers a geologic exploration scenario as proof of concept of the
science hypothesis map. The following elements comprise the science hypothesis map for this
specific scenario:

• The investigation objectives H are geologic units defining distinct units of material with
different ages and formation processes. Figure 4.1 shows an example of a hydrothermal
formation.

• The physical properties Y are minerals, distinctive chemical compositions that diagnose
the geologic formation conditions of rocks. Figure 4.1 shows that a hydrothermal forma-
tion is characterized by the presence of minerals such as chlorite and serpentine.

• The measurements Z, reflectance spectra, representing the fraction of incident light re-
flected in each wavelength from the visible to shortwave infrared. Many minerals’ molec-
ular compounds have distinctive features in this range due to their distinctive chemical
structure [17], as may be observed in Figure 4.1.

In order to train and test the science hypothesis map in a geologic mapping scenario, this
project focuses on the Cuprite mining district of Nevada, a region with rich mineral content and
extensive field study [53]. Figure 4.2 shows maps and images corresponding to the different
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Figure 4.1: Visual example of the relation between geologic units, minerals and reflectance spectrum
measurements. Elaborated with information from the United States Geological Survey (USGS) [16].

elements of the science hypothesis map for this site in Cuprite.
The rest of this chapter describes how these elements present in Cuprite: geologic units H ,

minerals Y , and spectra measurements Z (shown in Figure 4.2) come into play. Specifically,
the followed procedure to train the hierarchical probabilistic model in the science hypothesis
map using data from Cuprite, Nevada. That is, learn the association between geologic units and
minerals, P (Y |H), and the relation between minerals and reflectance spectrum measurements,
P (Z|Y ).

4.1 Relation Between Geologic Units and Minerals

This subchapter focuses on learning the relation between geologic units H and minerals Y in
Cuprite, NV. Maps of these two elements may be observed in Figures 4.2b and 4.2c, respectively.
They are based on expert-drawn geologic and mineral maps by Swayze et al [53], which make
a rough segmentation of the whole Cuprite site into regions. These maps are adjusted with
manual control points so that they align on a per-pixel basis. Each independent geologic unit
label and mineral are assigned a different value, illustrated as arbitrary false colors. These maps
provide a ground-truth interpretation for each pixel in the scene. Note that each unit generally
contains many minerals in different proportions. Scientists typically utilize the presence and
abundance of key minerals to determine the involved geologic formation processes within a
well-defined region. Therefore, these proportions are used to train a conditional probability table
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(a) Standard orbital RGB image of Cuprite. (b) Geologic units H in Cuprite.

(c) Minerals Y and their abundances in Cuprite.
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Figure 4.2: Different elements related to the science hypothesis map for a geologic exploration scenario
in Cuprite, Nevada. Geologic units and mineral abundances are illustrated as arbitrary false colors, and
they are based on the work by Swayze et al [53].
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of minerals given geologic classes, P (Y |H), a simple and physically interpretable approach that
is compatible with the scientist’s notion described earlier. An example of this table is shown on
Table 4.1. The actual conditional probability table consists of 32 geologic units and 20 minerals.
The training set uses up to 2000 random samples from every predefined region. These datasets
are withheld from the analysis and experiments that follow in Chapter 6.

Table 4.1: Example of the conditional probability table of minerals Y given geologic classes H .

P (Y |H) y1 y2 . . . ym
h1 P (y1|h1) P (y2|h1) . . . P (ym|h1)

h2 P (y1|h2) P (y2|h2) . . . P (ym|h2)
...

...
...

. . .
...

hl P (y1|hl) P (y2|hl) · · · P (ym|hl)

4.2 Relation Between Minerals and Reflectance Spectra

This subchapter focuses on learning the relation between minerals Y and reflectance spectra Z in
Cuprite, NV. Maps and images of these two elements may be observed in Figures 4.2c and 4.2d,
respectively. In-situ spectroscopic measurements performed by a robot with a spectrometer are
simulated using an airborne instrument. Specifically, data from the Next Generation Airborne
Visible Infrared Imaging Spectrometer (AVIRIS-NG) [28]. It assigns a unique reflectance spec-
trum measurement to every location (pixel) in the scene. AVIRIS-NG mapped the area of Cuprite
at high spatial resolution (3.9 m per pixel) with radiance measurements from 380-2510 nm, also
with a high spectral resolution (5.0 nm per channel). The data was acquired during overflights in
2014 and converted from measured at-sensor radiance to surface reflectance using the procedure
described by [57].

A Gaussian Mixture Model (GMM) is used as a simple but effective probabilistic classifier
that predicts the corresponding mineral Y from a spectrum measurement Z. It is a relatively
standard approach for this task of spectral classification [40]. Since it uses complete signals
rather than just absorption features, it would be considered as a full spectral analysis algorithm.
It is simple to train and to implement on an autonomous navigation scenario, and it is relatively
robust to noise. It is important to mention that the assumption of normally distributed data may
be over-simplistic and yield low training and testing accuracies. However, it has an advantage
over most of the full spectra analysis methods: its high physical interpretability. The reason is
that it is possible to directly visualize the learned mean and covariance of each class, as opposed
to common classifiers such as Random Forests or Support Vector Machines, which operate by
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Figure 4.3: Empirical conditional probability table relating actual to estimated minerals for each of 20
possible mineral types in the Cuprite scene.

defining classification boundaries in high-dimensional spaces.

The model is trained using a held-out training set of locations from each mineral class. Since
the used AVIRIS dataset has a very high resolution, its dimensionality is reduced to 20 dimen-
sions with Principal Component Analysis (PCA). Then, a mean and covariance matrix is fit to
each class using the shrinkage estimator described in [31]. The shrinkage estimator treats the
actual covariance as a linear combination of the sample covariance, and a regularized version
consisting of the diagonal elements only. A closed form solution to the leave-one-out cross vali-
dation (LOOCV) likelihood allows efficient computation of the optimal linear combination. The
end result is a probability density for every combination of mineral and spectrum in the image.

Treating spectra measurements Z as a discrete variable simplifies information gain calcula-
tions, described with detail in Chapter 5. Consequently, the classification output of the GMM
classifier is treated as a categorical answer. Figure 4.3 shows the confusion matrix from a held-
out validation set to infer its probability of error on any future measurement. It has an overall
accuracy of 57.15%, with a min/max class accuracy of 12.50% and 98.95%, respectively. Al-
though it is a classifier with a relatively low accuracy, its confusion matrix acts as a conditional
probability table that compensates the noise in the measurement process which could cause esti-
mated minerals from spectra measurements Z to differ from the true physical variables Y . The
used training and validation sets each use up to 1000 samples from every mineral type. As well
as with the learned relation between geologic units H and minerals Y , these datasets are withheld
from the analysis and experiments that follow in Chapter 6.
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4.3 Summary

There are a copuple of key concepts from this chapter that are worth summarizing. First of all,
geologic investigations are fundamental for planetary exploration due to the existing correlation
between geology and the potential presence of water and life; hence the importance of developing
a geologic exploration scenario as proof of concept for the science hypothesis map.

For this geologic scenario, the elements from the science hypothesis map: investigation ob-
jectives, physical properties, and measurements; directly traduce to geologic units, minerals and
spectra measruments; respectively.

The site of Cuprite, Nevada is chosen for these study and modeling tasks since it is has a well
studied geologic and mineralogical diversity.

The probabilistic relation between geologic units and minerals is modeled as a conditional
probability table; and the probabilistic relation between geologic units and minerals is modeled
as a Gaussian Mixture. These methods are chosen due to their conceptual and implementation
simplicity, as well as for their high physical interpretability.

Finally, chapter 6 evaluates the accuracy of the overall Bayes network while used for inferring
high-level geologic units from low-level spectra measurements.
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Chapter 5

Informative Path Planning

Previous chapters have solely focused on the Bayesian inference process of the Bayesian exper-
imental design loop. This chapter now covers experimental design, the remaining component to
close the whole loop.

In our robotic exploration scenario, experimental design directly translates to the class of path
planning where a mobile agent must explore an environment by planning an information-optimal
path to reach a prescribed end-of-day goal location, optimally balancing navigation and resource
costs against meaningful science measurements. During the mission, the robotic explorer collects
a sequence of n measurements at spatial locations X = (x1, x2, . . . , xn), with the corresponding
possible combinations of the n measurements as Zn.

First, this chapter describes with detail the information reward function that needs to be
maximized during the mission. Then, it discusses computational challenges for calculating this
function, as well as an efficient solution to this particular problem. Finally, it discusses informa-
tive path planning and different state-of-the-art planning methods that have been used for similar
exploration tasks and that may be integrated with the science hypothesis map.

5.1 Information Gain Objective Function

In probabilistic terms, classical information-driven action selection [6, 41, 55] and Bayesian
experimental design [11] have traditionally used information gain as the utility function to op-
timize. Specifically, information gain is defined as the expected reduction in uncertainty after
collecting new information. Uncertainty is measured with Shannon entropy in this context [19].
The Shannon entropy of an independent region in R is:
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IR(H) = −
∑
H

PR(H) logPR(H). (5.1)

The expected entropy of the posterior distribution given n measurements is:

IR(H|Zn) = −
∑
Zn

PR(Zn)
∑
H

PR(H|Zn) logPR(H|Zn). (5.2)

From equations 5.1 and 5.2, the information gain for each region can be calculated as:

IGR(H|Zn) = IR(H)− IR(H|Zn). (5.3)

Information gain is additive across independent variables. Then, the objective function for
the whole map can be represented as the sum of regions’ information gains:

IG =
∑
R

IGR(H|Zn). (5.4)

It is important to mention that information gain is not the only existing approach for in-
formative planning. Other authors have used different probabilistic objectives such as variance
reduction [7, 8, 33, 50]. They have proven useful in many cases, but they cannot be applied
directly to categorical variables, such as minerals and geologic units. The issue is that there is no
valid notion of mean or variance with these variables, e.g. it would make no sense to calculate
the mean with respect to minerals. But information gain is applicable to categorical variables, so
that is the rationale for utilizing information gain as the objective function in this thesis.

5.2 Information Gain Computation

A real time application may face the problem of calculating information gain efficiently. In this
case, the sum over all possible sequences of n measurements has exponentially many terms, as
given by:

|Zn| =
(
m + n− 1

n− 1

)
. (5.5)

It can be noticed that m is a constant: the total number of possible different minerals. Therefore,
the combinatorial explosion when calculating the expectancy over alternatives (equations 5.2 and
5.3) is due to the number of measurements n.

While information gain has been estimated with Markov chain Monte Carlo (MCMC) ap-
proximations before [49], here the distributions P (Zn) and P (H|Zn) are not known a priori.
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An alternative is to perform Monte Carlo integration [60], with the possibility of using sim-
ple strategies such as uniform or importance sampling. But another problem arises: either the
approximation accuracy deteriorates or the computation time increases as n increases linearly.

However, given the problem formulation in this thesis, there is a more robust and efficient
approximation for large n. Information gain is a function that as long as Z and H are not
independent, and the observations are conditionally independent given H , the following holds:

lim
n→∞

IGR(H|Zn) = IR(H). (5.6)

as shown by Haussler and Opper [29]. At first glance, the Bayes network from Figure 3.2 in
Chapter 3 suggests that the observations are conditionally independent given Y , and not nec-
essarily given H . However, since information gain (equations 5.2 and 5.3) is calculated by
marginalizing Y (equation 3.5), these properties hold true.

This means that it is plausible to fit a curve to the first few data points (i.e. small number of
measurements n), which are simpler to calculate or to approximate, specifically, a monotonically
increasing curve that converges to a maximum. In this work, a generalized logistic function

(GLF) is used, also known as Richard’s curve, which is a generalization of the sigmoid curve
[47]. It was originally developed for biological growth modeling, but it can be applied to other
areas as well. It is given by the following expression with six parameters:

Y (t) = A +
K − A

(C + Qe−Bt)
1
v

. (5.7)

To illustrate these concepts, Figure 5.1 demonstrates an example of information gain calcula-
tion for a simple probabilistic process with a uniform prior. It uses nonlinear least squares fitting
to find a suitable GLF approximation. It also shows a Monte Carlo approach, as well as the true
information gain values. It can be easily observed that the accuracy of the Monte Carlo method
deteriorates for large n, but not for the GLF method. In this example, only the first six Monte
Carlo points are used for the GLF fit. All Monte Carlo approximations are calculated with 10, 000

random points each by performing importance sampling. The proposal distribution is a uniform
distribution over all possible combinations of Zn, where points are sampled with the method by
Smith and Tromble [51]. The goodness of fit statistics for 0 ≤ n ≤ 15 are: R2 = 0.9999 and
RMSE = 0.0092, showing that the function can predict IGR for many samples.

27



0 5 10 15
Number of measurements n

0

1

2

3

4

In
fo

rm
at

io
n 

ga
in

Information Gain Calculation

True IG
Monte Carlo IG
GLF Fit
Upper Bound

Figure 5.1: Information gain calculation for a uniform prior using three different methods: direct, Monte
Carlo integration, and GLF fitting.

5.3 Information Gain-based Path Planning

This chapter formulates the path planning objective as maximization of information gain subject
to a fixed resource budget (time, energy, etc.) that the robot can travel before finally reaching a
desired end-of-day goal. Implicitly, x1 = xstart and xn = xend. The optimization problem is:

arg max
X

IG subject to Cost(X) ≤ Budget. (5.8)

The science hypothesis map integrated with this formulation in equation 5.8 can accommo-
date many different path planning strategies, which will be discussed next. However, it is impor-
tant to first underscore the following statement: information gain, as opposed to some classical
objective functions, is a submodular function [23, 34]. Formally, a function f : 2Ω → R, where
Ω is a finite set and 2Ω denotes the power set of Ω, is submodular if and only if:

∀S, T ⊆ Ω we have that f(S) + f(T ) ≥ f(S ∪ T ) + f(S ∩ T ). (5.9)

In this context, it intuitively means that the reward between samples is not independent,
and that sampling the same region over and over again leads to diminishing expected returns.
Another way to put it is like this: the marginal utility tends to decrease as more measurements
are collected within the same spatial region. The submodularity of the information gain objective
function poses an interesting exploitation vs. exploration trade-off that translates to taking many
samples from a few highly-rewarding regions, or to visit as many different regions as possible.
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Many scenarios assume that the rewards between sampled points are independent. One ex-
ample is the classical problem of orienteering in graphs [14]. There also exists a straightforward
method that uses mixed integer linear programming (MILP) to generate optimal informative
paths; it has been successfully applied to simulated adaptive underwater exploration [63]. Al-
though these methods might yield relatively good results, the assumptions obviously do not hold
true in our scenario.

Arora et al use a Monte Carlo tree search (MCTS) approach for information-gain based path
planning in a more or less similar geologic exploration scenario [5]. Besides, Monte Carlo
methods are relatively simple to apply to various scenarios. Nevertheless, their performance is
highly dependent on factors such as sampling strategies and number of iterations, and they might
yield radically different solutions from one execution to another if they are not properly tuned.

There is a family of significantly more complex algorithms by Krause et al that directly take
into account the property of submodularity and produce near-optimal solutions [33, 34, 50]. They
integrate multiple methods and perform several approximations during the planning process.
They have been mainly applied to sensor placements in Gaussian processes.

Other approaches may be computationally intensive, but potentially closer to optimality, such
as using branch and bound (B&B) techniques for both discrete [7] and continuous [32] space
representations. They directly consider submodularity, and also have the advantage of using an
tunable parameter for the number of lookahead steps, this in order to sacrifice optimality for
computation speed.

5.4 Summary

The main ideas that are explained and discussed in this chapter may be reduced to the following.
First, information gain is the classical utility function that has been used for information-driven
action selection and Bayesian experimental design, and it results especially suitable because of
the nature of the inherent categorical variables of our geologic exploration scenario.

Nonetheless, its worth mentioning that using information gain comprises a couple of impor-
tant implementation challenges. The first one is finding an efficient computation procedure of
information gain (which was solved for our specific scenario), and the second one is choosing a
suitable path planning algorithm that takes into account its submodularity.

Many existing state-of-the-art informative path planning methods can work together with
the science hypothesis map and an information gain objective function, but there might be a
substantial trade-off between optimality and complexity.

Now that the whole Bayesian experimental design has been covered, the next chapter evalu-
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ates the performance of many of these planners in conjunction with the science hypothesis map
in a simulated geologic exploration scenario.
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Chapter 6

Experiments and Analysis

In a very broad sense, the main objective of this chapter is to corroborate the validity the fol-
lowing statement: Bayesian experimental design applied to robotic exploration using the science

hypothesis map overperforms conventional science-blind or spatial-coverage methods in terms

of prediction accuracy and uncertainty reduction. It may be useful to remember that within this
context, Bayesian experimental design comprises two processes: Bayesian inference and path
planning. Therefore, this chapter is organized as follows: the first subchapter focuses on evalu-
ating the Bayesian inference process individually, the second subchapter evaluates the complete
loop (Bayesian inference in conjunction with path planning), and the final subchapter contains
an overall discussion of these results.

6.1 Bayes Learning

This group of experiments evaluated the model’s ability to predict and recover the true geologic
unit of a region in Cuprite (with a specific age, formation process, etc.) from high-resolution
AVIRIS spectral measurements with the Bayesian update.

6.1.1 Experimental Setup

For each of the 32 regions in Cuprite, 200 random sampling sequences were generated and
averaged. Non-training points were sampled without replacement, simulating an exhaustive ex-
ploration with no budget constraints.

To evaluate the model’s ability to recover the true geologic unit of each region, this experi-
ment tracked two fundamental variables: the posterior probability of the correct geologic unit,
and the updated entropy. As more and more measurements are collected, the updated probability
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of the true underlying geologic unit should ideally converge to 1, and consequently, the entropy
should converge to 0. These convergence rates depend on the prior distribution, therefore, differ-
ent initial conditions were tested through the following three representative scenarios:

• Starting with an accurate prior: to represent a situation where the scientist has a relatively
accurate initial belief, a value of 50% was assigned to the prior probability of the correct
geologic unit, while the remaining probability mass is distributed to alternatives. This prior
allows ample margin for converging to either a correct or incorrect answer.

• Starting with complete uncertainty: a situation of complete uncertainty was represented
with a uniform prior over geologic unit labels.

• Starting with an inaccurate prior: to represent a situation where the scientist’s initial beliefs
are actually incorrect, a prior probability of 50% was assigned to an incorrect unit: the
most similar geologic unit according to the Hellinger distance for probability distributions,
a challenging error to correct. The remaining probability mass is distributed uniformly.

6.1.2 Results and Discussion

Starting with an accurate prior: The results for this set of experiments are shown in Figure
6.1. Most beliefs converge to the right answer with just a few samples, while entropies reduce
significantly. The three exceptions with poor outcomes correspond to the smallest regions trained
with the fewest data points. This means that overall, the model is able to converge by itself to
the right geologic unit when starting with a relatively good guess, which is to be expected in this
case.

Starting with complete uncertainty: The results for this set of experiments are shown in Fig-
ure 6.2. Despite the significantly more challenging situation than earlier, most beliefs still show
significant improvement. However, there is more variance and an overall slower convergence
rate; but the model is still able to operate with success.

Starting with an inaccurate prior: The results for this set of experiments are shown in Figure
6.3. The plots shows that there is an even slower improvement, as well as a larger variance.
But in most cases the model still recovers. It is important to underscore the implications of this
notoriously challenging scenario: despite the fact that a scientist makes a mistake, the model
is able to infer the correct geologic unit by itself when having the opportunity of collecting
sufficient measurements.

32



Number of samples
0 10 20 30 40 50 60 70

P
os

te
rio

r 
pr

ob
ab

ili
ty

0

0.5

1

Posterior of the
 Correct  Class 

Number of samples
0 10 20 30 40 50 60 70

E
nt

ro
py

0

0.5

1

1.5

2

Posterior Entropy

Figure 6.1: Posterior probability (left) and entropy (right) of the correct geologic unit in Cuprite, starting
with an accurate prior. Each data point in the box and whisker plots corresponds to one of the 32 different
regions, and the green lines denote the medians.
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Figure 6.2: Posterior probability (left) and entropy (right) of the correct geologic unit in Cuprite, starting
under complete uncertainty. Each data point in the box and whisker plots corresponds to one of the 32
different regions, and the blue lines denote the medians.
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Figure 6.3: Posterior probability (left) and entropy (right) of the correct geologic unit in Cuprite, starting
with an inaccurate prior. Each data point in the box and whisker plots corresponds to one of the 32
different regions, and the red lines denote the medians.

6.2 Path Planning

This group of experiments integrates the science hypothesis map with different information gain-
driven path planners. It compares their performance in order to evaluate the potential benefits
in science yield when using information gain-based planning over conventional science-blind
planners.

6.2.1 Experimental Setup

The whole Cuprite region was divided into three sites with the same area: A, B, and C. For sim-
plicity, each site is treated as a 2D discrete graph that is formed by an 8-connected rectangular
grid, with locations spaced at 50 pixels (200 m). The full map has a size of 2555 × 2268 pixels
(10.22× 9.07 km). For each site, 200 different pairs of random start and end points were gener-
ated, located at the East and West edges of the map. The cost function was directly proportional
to the path length, and the assigned budget permitted up to 1.5 times the shortest path length,
allowing sufficient budget to explore alternative regions. All simulated traverses and regions had
the same initial conditions: a prior probability of 40% assigned to both the correct geologic unit
and the most similar unit according to the Hellinger distance, while the remaining probability
mass was distributed to alternatives. This represented a challenging scenario where the scientist
is equally inclined toward two similar options.

34



Direct
Random
Max Nodes
Greedy
B&B
pSPIEL

Figure 6.4: Example paths from the 6 path planners. The start is in the upper left, and the end in the lower
right.

6.2.2 Tested Path Planners

Figure 6.4 shows an example of paths generated by all the tested planners. As a control case, this
experiment evaluates three science-blind planners that ignore information gain:

1. A Direct (D) path planner that selects the sequence of waypoints that minimizes the total
path length with the standard Dijkstra algorithm.

2. A Random (R) path planner that sequentially selects a set of random neighboring way-
points that do not violate the budget on path length.

3. A Max-N (M) path planner that maximizes the number of visited nodes using a classic re-
cursive greedy approach for orienteering [14]. Since there may be multiple valid solutions,
it performs a random permutation of the waypoints’ ids in order to avoid biased paths (e.g.
paths that prioritize going to the left).

Against these, this experiment evaluates three science-aware planners that incorporate mea-
surements’ information gain:
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Table 6.1: Average scores for relevant path planning metrics.

Site Metric Direct Random Max-N Greedy B&B pSPIEL

A
Path Length (m) 3937 5582 6129 5639 5815 5817

Collected Measurements 15.99 23.24 27.67 23.43 24.94 26.74
Explored Regions 5.32 5.95 6.03 7.71 8.20 8.77

B
Path Length (m) 3789 5430 5892 5368 5511 5608

Collected Measurements 13.34 19.88 23.66 18.82 20.44 22.51
Explored Regions 5.62 6.32 6.38 8.05 8.83 9.65

C
Path Length (m) 4045 5798 6285 5468 5937 5974

Collected Measurements 12.29 18.77 21.67 17.49 20.31 21.32
Explored Regions 3.94 4.38 4.49 5.24 5.53 5.88

1. A Greedy (G) path planner that adds at each step the neighboring waypoint that maximizes
the objective function, this without exceeding the budget.

2. A Branch and bound (B) path planner as a nonmyopic alternative. It selects a sequence of
waypoints using the algorithm described by Binney and Sukhatme [7]. In this particular
case, implementing a three-step calculation look ahead.

3. A pSPIEL (P) planner that combines submodular orienteering algorithms by Singh et al.
[50] with this thesis’s information gain objective function.

Additionally, these planners updated the hypotheses and paths every time a new measurement
was collected, this with the goal to simulate an explorer that adapts its path dynamically with each
new observation.

6.2.3 Results and Discussion

First of all, spatial-coverage metrics can be very useful for a preliminary assessment of the per-
formance of the various path planners. Table 6.1 shows the average scores per traverse of three
simple but useful metrics: path length, number of collected measurements, and number of ex-
plored regions. As expected, the Direct planner minimizes the first two metrics, whereas the
Max-N planner maximizes them. The rest of the planners have an intermediate performance,
with the Random and Greedy planners getting similar scores, and the pSPIEL planner achieving
the second best performance overall. Nonetheless, all the science-aware planners explore more
regions than any of the science-blind planners. At first glance, this indicates that exploration
tends to be favored over exploitation in this specific scenario. This notion is compatible with the
submodular property of information gain.

Now the performance of the planners is measured from an information-theoretic perspective
with the following variables: the evolution of the posterior probability and its entropy. The
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evaluation of a path across the map is done by simply adding the corresponding updated region’s
metrics, where a poor performance in a region penalizes the global score, and vice versa. These
scores have a high variance because they strongly depend on the assigned path length budget.
Therefore, the scores are normalized using feature scaling with respect to the best and worst
planners for each given pair of start-end locations. The resulting scaled scores for prediction
accuracy and entropy are shown in Figures 6.5 and 6.6. At the same time, Tables 6.2 and 6.3 show
a set of paired t-tests comparing the performance among planners with their raw unnormalized
scores with respect to the inference and entropy metrics, respectively.

These box plots and hypothesis tests show a couple of things. First of all, most of the times
there exists a statistically significant difference in performance among all the planners, validating
the notion that some planners indeed yield better results than others. The science-blind planners
have a performance more or less proportional to the number of measurements, being Max-N
the best. However, that is not necessarily true when these are compared to the science-aware
planners: they tend to achieve superior scores in both of the information-theoretic metrics, even
when some of them spend less budget or collect less measurements in average (e.g. Greedy vs.
Random and Max-N).

This shows that there are more meaningful science measurements than others, and balancing
them adequately leads to higher science productivity. For instance, the nonmyopic planners
(B&B and pSPIEL) outperform the Greedy method since it only has a one-step look ahead.
pSPIEL is the best overall method because it analyzes and weights all reachable regions using an
approximation graph, favoring the ones with the highest expected rewards. On the other hand,
the B&B method is limited by a three-step calculation horizon.
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Figure 6.5: Comparison of planners based on their ability to recover correct geologic units per traverse
using a normalized score. The green dots are the means.
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Figure 6.6: Comparison of planners based on their final entropy per traverse using a normalized score.
The green dots are the means.

Table 6.2: Set of paired t-tests comparing the performance among planners with respect to the inference
metric, using a significance level of 5%. In most cases, there is a statistically significant difference (Y/N).

Site A B C
Planner D R M G B P D R M G B P D R M G B P

D - Y Y Y Y Y - N N Y Y Y - Y Y Y Y Y
R - - Y Y Y Y - - N Y Y Y - - N Y Y Y
M - - - Y Y Y - - - Y Y Y - - - N Y Y
G - - - - Y Y - - - - N Y - - - - Y Y
B - - - - - N - - - - - Y - - - - - Y
P - - - - - - - - - - - - - - - - - -

Table 6.3: Set of paired t-tests comparing the performance among planners with respect to the entropy
metric, using a significance level of 5%. In most cases, there is a statistically significant difference (Y/N).

Site A B C
Planner D R M G B P D R M G B P D R M G B P

D - Y Y Y Y Y - Y Y Y Y Y - Y Y Y Y Y
R - - Y Y Y Y - - N Y Y Y - - Y Y Y Y
M - - - Y Y Y - - - Y Y Y - - - N Y Y
G - - - - Y Y - - - - Y Y - - - - Y Y
B - - - - - Y - - - - - Y - - - - - Y
P - - - - - - - - - - - - - - - - - -
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6.3 Summary

Overall, the experiments seem to support the statement at the beginning of this chapter: Bayesian

experimental design applied to robotic exploration using the science hypothesis map overper-

forms conventional science-blind or spatial-coverage methods in terms of prediction accuracy

and uncertainty reduction.
First, the experiments demonstrate that the science hypothesis map can infer abstract geologic

units with increasing accuracy by repeatedly collecting low-level spectral measurements. The
hierarchical structure comprising geologic units, minerals, and spectra measurements turns out
to work successfully both in terms of simplicity and accuracy. Even with misleading priors, the
model seems to recover. However, the convergence rate and the variance of the results increase
significantly the more challenging the initial conditions are. It would be appropriate to begin
the mission with a relatively informed initial guess in order to avoid overspending exploration
resources.

Second, multiple simulated exploration missions indicate that science-aware planners over-
perform conventional science-blind planners when having a limited exploration budget. Indeed,
the used path-length constraint is over-simplistic and fails to capture more realistic issues such
as time constraints, slope traversability and obstacle avoidance. Nonetheless, it proves to be suf-
ficient to show the improvement in performance when using the science hypothesis map together
with informative path planning. Especially, planners that have a further lookahead yield better
information-theoretic results, such as the pSPIEL and B&B algorithms.

These results from simulations are encouraging to continue developing the science hypothesis
map even further. Of course, field experiment results would be desirable as a next step, both on
geologic and other exploration scenarios.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

There are several key findings of this project. First, the experiments demonstrate that the science
hypothesis map is a sound framework for describing exploration for specific well-defined objec-
tives. Under diverse challenging situations, the probabilistic model can infer abstract geologic
units with increasing accuracy by repeatedly collecting low-level spectral measurements.

In the case of robotic path planning, path planners that exploit information gain, efficiently
calculated with the GLF approximation, consistently better reduce uncertainty over the inves-
tigation objectives when compared to typical spatial-coverage planners. Although the Max-N
planner tends to collect the highest number of measurements, selecting sampling locations intel-
ligently turns out to be critical. This is especially useful when there exists a limited exploration
budget. Not surprisingly, the further the lookahead of the planner, the better the results. That is
why the pSPIEL planner proves to be the best algorithm, followed by the B&B planner with a
three step lookahead, and then by the Greedy approach with just one step lookahead.

In general, the complete Bayesian experimental design loop, i.e. the cyclic process of Bayesian
inference in conjunction with path planning, proves to be successful in simulations. The ex-
periments show that there is a statistically significant improvement in performance during the
multiple simulated exploration missions, both in terms of uncertainty reduction and prediction
accuracy. These results show promise and support the idea of applying these integrated methods
to planetary remote exploration for geologic mapping.

A more surprising finding is the strength of the statistical link between measured spectra, the
corresponding mineral types, and the geologic unit classes. This is not a foregone conclusion be-
cause geologists form this classification from countless other features such as local morphology,
elevation, the wide-area geographic three-dimensional structure of different strata, and domain
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knowledge. It is striking that AVIRIS-NG reflectance spectra, drawn independently and ran-
domly from each unit, so strongly predict the units unique type out of over thirty alternatives.

7.2 Future Work

In general, future work will expand or improve two main areas. One is the fidelity and realism of
the models and experiments, and the other one is the application of these methods and techniques
to other problems besides geologic exploration.

In terms of the model itself, there are a couple of ideas and concepts that may be included.
A straightforward addition would be to model sensor error as a function of spatial regions or
investigation objectives, i.e. situations where measurements are unfeasible or increasingly diffi-
cult due to the inherent properties of a location. This would incorporate a new trade-off between
exploring highly unknown locations and obtaining useful measurements.

One of the fundamental assumptions of the model is the existence of independent spatial
regions. Although this helps to simplify the problem and is consistent with the scientist’s mental
process of analysis and interpretability, especially in the geologic exploration scenario, it would
be interesting to incorporate some sort of spatial correlation between regions. For example, using
a Gaussian kernel or a spectral similarity criterion with the purpose of propagating the inference
process throughout the whole map whenever a new measurement is collected. This may be done
by incorporating low resolution orbital data into the probabilistic model, as they are typically
available prior to exploration missions.

Despite the fact that diverse and challenging initial hypotheses were tested, an appropriate
next step would be to incorporate initial and revised hypotheses by a scientist on multiple se-
quential command cycles, as well as to evaluate and characterize the evolution of this process.

In terms of path planning, the realism of the constraints can be improved. The experiments
were carried out with straightforward path-length planning, but realistic time and energy con-
straints in conjunction with digital elevation models (DEM) of the site may be included. Ad-
ditionally, a Monte Carlo planner such as the one by Arora et al [5] may be implemented and
compared with the rest of the algorithms. Although it is driven by a stochastic process that does
not guarantee optimality nor convergence if the number of iterations is not large enough, it is
an anytime, scalable, and flexible algorithm, especially when attempting to investigate various
scenarios and constraints.

After most of these ideas have been implemented and tested in simulations, the next logical
step would be to validate them in a real field experiment. Most likely, these tests will involve
taking Zoë (the autonomous rover from the Field Robotics Center at Carnegie Mellon University)

42



to Cuprite, Nevada in order to perform an in situ geologic mapping of the site.
And finally, geologic exploration is just one area of application of the science hypothesis map.

Another interesting and feasible proof of concept would be a coral reef exploration scenario using
unmanned underwater vehicles (UUV), which could also be assisted or simulated with existing
remote sensing data products [37].
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