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Abstract

Inspired by recent work on convex formula-
tions of clustering (Lashkari & Golland, 2008;
Nowozin & Bakir, 2008) we investigate a new
formulation of the Sparse Coding Problem
(Olshausen & Field, 1997). In sparse cod-
ing we attempt to simultaneously represent a
sequence of data-vectors sparsely (i.e. sparse
approximation (Tropp et al., 2006)) in terms
of a “code” defined by a set of basis ele-
ments, while also finding a code that enables
such an approximation. As existing alternat-
ing optimization procedures for sparse coding
are theoretically prone to severe local min-
ima problems, we propose a convex relax-
ation of the sparse coding problem and derive
a boosting-style algorithm, that (Nowozin &
Bakir, 2008) serves as a convex “master prob-
lem” which calls a (potentially non-convex)
sub-problem to identify the next code ele-
ment to add. Finally, we demonstrate the
properties of our boosted coding algorithm
on an image denoising task.

1 Introduction

A crucial part of many machine learning applications
is representing the raw input in terms of a “code”,
i.e. a set of features which captures the aspects of the
input examples that are relevant to prediction. Unsu-
pervised techniques such as clustering and sparse cod-
ing (Olshausen & Field, 1997) learn codes which cap-
ture the structure of unlabeled data, and have shown
to be useful for a variety of machine learning prob-
lems (Raina et al., 2007; Bradley & Bagnell, 2009b;
Mairal et al., 2009). In these techniques the input
is represented as a combination of the features (also
known as basis vectors or dictionary elements) that
make up the code. The traditional approach to clus-
tering and coding problems is to alternate between op-
timizing over the elements of the code and the com-

binations of elements used to represent the raw input.
However, this “alternating optimization” approach is
non-convex with many local minima, leading to recent
work on alternative, convex versions of clustering and
coding (Lashkari & Golland, 2008; Nowozin & Bakir,
2008; Bach et al., 2008).

This work adds several main contributions: we
present a regularization function based on composi-
tional norms that implements a convex version of
sparse coding, we derive the Fenchel conjugate of these
compositional norms, and we show how Fenchel conju-
gates can be used to construct an efficient boosting al-
gorithms for convex (including non-differentiable) reg-
ularization functions.

Clustering and coding can be viewed as matrix factor-
ization problems (Ding et al., 2005; Singh & Gordon,
2008), which seek to approximate a set of input sig-
nals X ≈ f(BW ) with the product of a dictionary
matrix B a coefficient (or weight) matrix W and an
elementwise transfer function f . When B is known
and fixed and a regularization function is used to en-
courage W to be “sparse”, this is the sparse approxi-
mation technique developed in engineering and the sci-
ences. Sparse approximation relies on an optimization
algorithm to infer the Maximum A-Posteriori (MAP)
weights Ŵ that best reconstruct the signal. In this no-
tation, each input signal forms a column of an input
matrix X, and is generated by multiplying the dictio-
nary (or basis matrix) B by a column from W , and
(optionally) applying a transfer function f . This rela-
tionship is only approximate, as the input data is as-
sumed to be corrupted by random noise. Priors which
produce sparse solutions for W , especially L1 regular-
ization, have gained attention because of their useful-
ness in ill-posed engineering problems (Tropp, 2006),
elucidating neuro-biological phenomena, (Olshausen &
Field, 1997; Karklin & Lewicki, 2005),face recognition
(Wright et al., 2009), and semi-supervised and trans-
fer learning (Raina et al., 2007; Bradley & Bagnell,
2009b; Mairal et al., 2009).

Sparse coding (Olshausen & Field, 1997) extends



sparse approximation by also learning the basis ma-
trix B. Clustering can also be viewed as a restricted
form of the coding matrix factorization problem (Ding
et al., 2005); a special case of coding where the ba-
sis vectors are the cluster centroids and the W matrix
is the cluster membership of each example. Recently
(Lashkari & Golland, 2008) showed that the cluster-
ing problem can be made convex by considering a fixed
set of possible cluster centroids. Exemplars are a nat-
ural choice for these candidate cluster centroids, but
(Nowozin & Bakir, 2008) show that for some problems
this can be overly restrictive, and better results can
be achieved by defining the problem in terms of a con-
vex “master” problem, and a subproblem where new
centroid candidates are generated.

We extend this “convex clustering” approach to the
coding setting. Starting from a convex but intractable
version of sparse coding in Section 2, we derive in Sec-
tion 3 a boosting-style approach that is convex ex-
cept for a subproblem. In Section 4 we give an effi-
cient algorithm for solving the subproblem that will
only improve on a fully convex exemplar-based ap-
proach, which is demonstrated on an image denois-
ing task in Section 5. A similar convex formulation of
sparse coding was independently developed by (Bach
et al., 2008), who present an interesting optimiza-
tion approach based on convex relaxations. Our work
complements theirs by providing a novel optimization
strategy applicable to all convex regularization func-
tions.

2 Sparse Coding

2.1 Notation

Uppercase letters, X, denote matrices and lowercase
letters, x, denote vectors. For matrices, superscripts
and subscripts denote rows and columns respectively.
Xj is the jth column of X, Xi is the ith row of X, and
Xi
j is the element in the ith row and jth column. Ele-

ments of vectors are indicated by subscripts, xj . XT

is the transpose of matrix X. The Fenchel conjugate
of a function f is denoted by f∗. The notation (x)+

means the larger of 0 or x.

2.2 Generative Model

From a probabilistic viewpoint, sparse coding fits a
generative model (1) to unlabeled data, which factor-
izes a matrix of input examples, X ∈ <m×n, in terms
of latent variable matrices B ∈ <m×d and W ∈ <d×n.
The matrix B is referred to as the basis, code, or dic-
tionary, and is shared across all n examples (columns
of X). Given B the examples are assumed to be in-
dependent of each other. The matrix W is commonly
referred to as the coefficients or the activations of the
basis vectors.

P (X) =
∫
B

∫
W

P (X|BW )P (W )P (B)dWdB(1)

Applying the Maximum A Posteriori (MAP) approxi-
mation replaces the integration over W and B in (1)
with its maximum value P (X|B̂Ŵ )P (Ŵ )P (B̂), where
the values of the latent variables at the maximum, Ŵ
and B̂, are referred to as the MAP estimates. Finding
Ŵ given B is an approximation problem; solving for
Ŵ and B̂ simultaneously over a set of examples is a
coding problem.

We will focus on the case examined in (Lee et al., 2007)
where the input X is assumed to be the matrix prod-
uct BW corrupted by additive i.i.d Gaussian noise on
each element, the prior P (W ) is assumed to be Lapla-
cian with mean zero, and the the columns of the basis
matrix are constrained to unit length. For numerical
stability we minimize the negative log probability in-
stead of maximizing (1):

Ŵ , B̂ = arg min
W,B

‖BW −X‖2F + λ‖W‖1

s.t. ‖Bi‖2 = 1, ∀i. (2)

The L1-norm1, is a common choice for the regular-
ization function Φ(W ) because it tends to produce Ŵ
which are “sparse”–contain a small number of non-zero
elements–even when the basis matrix has infinitely
many columns (Bengio et al., 2006). This preference
has been shown to be useful for applications such as
prediction (Raina et al., 2007; Bradley & Bagnell,
2009b; Mairal et al., 2009) and denoising of images
and video (Mairal et al., 2008).

2.3 Convex Relaxation

This formulation, and similar variants, is commonly
solved by alternating between optimization over W
and optimization over B, as both problems are con-
vex when the other matrix is constant. However, a
common objection to this approach is that the joint
optimization problem is non-convex.

As noted by (Bengio et al., 2006) for the related prob-
lem of learning neural networks, the non-convexity can
be removed if B is a fixed, infinite basis matrix con-
taining all unit-length vectors as columns, and the op-
timization is only with respect to W . They go on to
show that if L1 regularization is placed on W , it will
have optimal solutions with only a finite number of
non-zero weights, even if the number of basis vectors is
infinite. Hence, the matrix B in (2) can be interpreted
as the small set of basis vectors that have non-zero
weight in W , and the fixed number of columns of B
can be written as a compositional norm constraint on
W.

1The Lp norm of a vector x is: ‖x‖p =
`P

i |x|
p
i

´1/p
, for

p ≥ 1



2.3.1 Compositional Norms

A compositional norm is a norm composed of norms2

over disjoint sets of variables (Bradley & Bagnell,
2009a). A useful and notationally convenient exam-
ple of a compositional norm is a block norm3. Define
a block norm of the matrix W , ‖W‖p,q to be the Lq
norm of the Lp norms of every row W i:

Lp,q (W ) = ‖W‖p,q =

∑
i

∑
j

|W i
j |p


q
p


1
q

(3)

Since in our setting W is defined so that each row
corresponds to a basis vector and each column corre-
sponds to an example, a block norm can encourage
all examples to use a subset of the basis vectors. For
instance, the fixed size of B in (2) is equivalent to a
hard constraint on W in terms of the non-convex L2,0

block semi-norm. L2,0 is the L0 semi-norm4 of the L2

norm of each row of W , which counts how many basis
vectors have non-zero entries in W .

Our convex coding formulation relaxes this non-convex
L2,0 constraint by substituting regularization with the
convex (but still sparse) L2,1 constraint:

arg min
W

1
2
‖BW−X‖2F +λ

(
1
2
‖W‖22,1 +

γ

2
‖W‖21

)
(4)

The fact that the norms are squared in (4) will be
mathematically convenient later, and is equivalent to
scaling the regularization constant5.

The L2,1 block norm has been advocated recently
as a regularization function for multi-task learning
(Obozinski et al., 2006; Tropp et al., 2006), and the
combination of the L2,1 block norm with the L1 norm
was independently used for sparse coding by (Bach
et al., 2008), although presented quite differently in
terms of decomposition norms. Their work provides
an interesting alternative framework and optimization
strategy to the boosting approach presented here.

3 A Boosting Approach to Coding

With a finite basis matrix B, (4) can be solved directly
with various convex optimization techniques, includ-
ing, e.g., subgradient descent. (Zinkevich, 2003). The
regularization term effectively “selects” a small active

2The component norms of a compositional norm can
also be compositional norms, allowing heirarchical arrange-
ments of three or more norms.

3It can be easily verified that (3) satisfies the definition
of a norm.

4For 0 ≤ p < 1, the Lp norm of a vector x is redefined
as: ‖x‖p =

P
i |x|

p
i

5At the minimum Ŵ of (4), λ‖Ŵ‖22,1 = λ′‖W‖2,1,

where λ′ = λ‖Ŵ‖2,1 is the original regularization constant

scaled by the L2,1-norm of Ŵ .

set from the full basis (by encouraging multiple ex-
amples to share the same bases) to form the coded
representation of the input. However, by exploiting
properties of the L2

2,1 + γL2
1 regularization function it

is also possible to handle an infinitely large B. We
show how to solve (4) with an efficient boosting algo-
rithm (Algorithm 1) that adds one new basis vector to
the active basis matrix in each step.

This approach is motivated by the view of boosting
as functional gradient descent in the space of weak
learners (Mason et al., 2000; Friedman, 2001). In our
case, each weak learner is a vector with unit length.
Each boosting step, attempts to maximize the corre-
lation between the negative loss gradient and a “small”
change in W , as measured by a regularization function
Φ(W ). For infinite sets of potential basis vectors, the
maximization at each step of this boosting approach
is a non-convex sub-problem which must be solved (or
approximated) by an oracle (Algorithm 2).

3.1 Fenchel Conjugate

A useful tool in our analysis will be the the Fenchel-
Legendre conjugate (5), also known as the conjugate
function (Boyd & Vandenberghe, 2004), which gen-
eralizes Legendre duality to include non-differentiable
functions:

f∗(z) = sup
x

{
xT z − f(x)

}
. (5)

f∗(z) is the conjugate of the function f(x), and the
variable z is the dual variable of x. When the supre-
mum in (5) is achieved, every maximal value x̂ of (5)
is a subgradient6 with respect to z of the conjugate
function f∗(z):

∂f∗(z)
∂z

= x̂ = arg max
x

{
xT z − f(x)

}
. (6)

3.2 Boosting With Fenchel Conjugates

Each step of a gradient boosting style algorithm (Ma-
son et al., 2000; Friedman, 2001) seeks a descent direc-
tion which provides the greatest reduction of loss for a
small increase in the regularization function. If w is a
vector of weights over all of the possible weak learners,
we wish to find the step ∆ŵ that is both maximally
correlated with the negative loss gradient ∇L(w), and
smaller than ε as measured by the regularization func-
tion Φ(w):

∆ŵ = arg max
Φ(∆w)≤ε

−∇L(w)T∆w. (7)

6A vector φ ∈ Rn is a subgradient, φ ∈ ∂xf(x), of a
function f : R2 → (−∞,∞] at x ∈ Rn if φty ≤ f(x+ y)−
f(x), ∀y ∈ Rn. Consider the function f = max(x1, x2).

If x1 > x2, then there is a unique gradient ∂f
∂x

= [1 0].
However, if x1 = x2, then [1 0] and [0 1] (and any convex
combination of the two) are subgradients. ∂xf(x) is the
set of all subgradients.



This section will show that if the regularization func-
tion Φ is convex, defined on <d, and the constraint
is strictly feasible7, every subgradient of its Fenchel
conjugate evaluated on the loss gradient, ∆ŵ ∈
∂Φ∗(− 1

λ∇L(w)), is an optimal boosting step according
to (7). This provides a useful method for constructing
boosting algorithms for a wide class of regularization
functions, and we will apply it to (4).

First we upper bound (7) by the minimum of the un-
constrained Lagrange dual function, assuming the step
size constraint is feasible (i.e. there exists a ∆w such
that Φ(∆w) ≤ ε):

min
λ≥0

max
∆w

−∇L(w)T∆w − λ (Φ(∆w)− ε) . (8)

If Φ meets the conditions above, then the pair (∆ŵ, λ̂)
that optimizes the upper bound (8), will also be opti-
mal for the primal (7), iff the KKT conditions (gener-
alized to subdifferential functions) are satisfied (Bor-
wein & Lewis, 2006). In this case the conditions state
that the negative loss gradient must be parallel to a
subgradient of the regularization function (9), and all
of the active constraints on ∆ŵ must be tight (10):

−∇L(w) ∈ λ̂∂Φ(∆ŵ) (9)

λ̂ (Φ(∆ŵ)− ε) = 0. (10)

Since ∇L(w)T∆w is a linear function of ∆w and there
is only one constraint, it must be active (i.e. λ > 0)
whenever ∇L(w) 6= 0. Since boosting would stop if
∇L(w) = 0, dividing (8) by λ and adding ε does not
change the optimal values of (∆ŵ, λ̂), and produces
the definition of the Fenchel conjugate of the regular-
ization function, with the dual variable z = − 1

λ∇L(w):

max
∆w

{
− 1
λ
∇L(w)T∆w − Φ(∆w)

}
= Φ∗(z). (11)

Further, (6) means that all subgradients ∆ŵ ∈
∂zΦ∗(z) are boosting steps which will optimize (7).
Hence for convex functions we find a boosting update
rule:

∆ŵ = ∂Φ∗(− 1
λ
∇L(w)) (12)

that is a natural subgradient generalization of the
mirror-descent rule for Legendre regularization func-
tions (Cesa-Bianchi & Lugosi, 2006):

∆ŵ = ∇Φ∗(− 1
λ
∇L(w)). (13)

By extending the mirror-descent rule to convex but
non-differentiable reglarization functions, we gain the
ability to use mirror descent to optimize over infinite-
dimensional spaces, while only ever storing a finite

7Slater’s Condition, which in this case means Φ(∆w) <
ε for some vector ∆w ∈ <d

Algorithm 1 Boosted Coding
Input: Data matrix X ∈ <mxn, scalars d, λ ∈ <+,
convex functions L(BW,X), Φ(W ), and a function
b = oracle(−1/λ∇L(BW,X)) which returns a new
basis vector b corresponding to a non-zero row of
∆w. (12).
Output: Active basis matrix B ∈ <mxd and coeffi-
cients W ∈ <dxn.
Initialize: W = 0d×n, B = 0m×d.
for t = 1 to d do

Add a new basis vector with zero weight:
1: Bt = oracle(−1/λ∇L(BW,X)), W t = ~0T

Optimize W:
2: W = arg minW L(BW,X) + λΦ(W )
if ‖W t‖2 = 0 then

return
end if

end for

number of non-zero entries in w. The key is to em-
ploy regularization functions like L1 that can have ex-
tremely sparse conjugate subgradients, and to find a
computational trick (oracle) that can compute a sub-
gradient (12) without ever explicitly computing the
full gradient of the loss (which will be infinitely large
for an infinite set of possible basis vectors).

In the following we show how a practical boosting al-
gorithm can be constructed for the L2

2,1 +γL2
1 regular-

ization function used in (4), by deriving the conjugate
of the regularization function, Φ∗, computing a sparse
subgradient over finite sets, and providing a tractable
oracle heuristic for boosting from infinite sets of basis
vectors (Algorithm 2). For this regularization function
there are always subgradients consisting of a single new
basis vector at each step, and we employ a step-wise
fitting approach in Algorithm 1 to boost a basis ma-
trix for sparse coding by adding one basis vector in
each boosting step. Note that either ε or λ is assumed
to be a known hyper-parameter. Here we assume λ
is a known constant as this leads to greater deflation
between boosting steps, and a smaller, less coherent
basis matrix.

3.3 The Regularization Conjugate Φ∗(Z)

This section will prove the following lemma:

Lemma 1 The Fenchel conjugate of:

Φ(W ) =
1
2
‖W‖22,1 +

γ

2
‖W‖21

is the minimization over A of:

Φ∗(Z) = inf
A

1
2
‖Z −A‖22,∞ +

1
2γ
‖A‖2∞ (14)

The infimum over the additional variable A in (14) is
known as the infimal convolution of the L2

1 and L2
2,1



terms. Since in the coding problem the dual variable
Z is the negative loss gradient, Z = − 1

λ∇L(W ), we
will see in Section 4.3 that A has the effect of focusing
the boosting step on the examples with the hightest
loss.

Lemma 1 follows from the the fact that the Fenchel
conjugate of the sum of two functions is the infi-
mal convolution of their conjugates (Rifkin & Lippert,
2007). The conjugate of the L2

1 squared norm term is
computed from three well known facts: the dual of a
squared norm f(x) = 1

2‖x‖
2 is simply the square of its

dual norm, the dual of the L1-norm ‖x‖1 is the L∞-
norm ‖z‖∞, and if f(x) is a squared norm multiplied
by a scalar γ, then the conjugate will be multiplied
by γ−1, (γf(x))∗ = γ−1f∗(z) (Boyd & Vandenberghe,
2004)

Showing that the conjugate of the L2
2,1 term is L2

2,∞,
requires a lemma about the dual norm of a block norm.
We establish that the dual norm of the ‖W‖2,1 block
norm is ‖Z‖2,∞, and finish the proof of Lemma 1 by
proving the following lemma in (Bradley & Bagnell,
2009a), along with a version for general compositional
norms:

Lemma 2 The dual of the Lp,q block norm is a Lp∗,q∗
block norm where 1/p + 1/p∗ = 1/q + 1/q∗ = 1,
p, p∗, q, q∗ ∈ [1,∞].

3.4 The Subgradient ∂ZΦ∗(Z)

In order to apply our boosting approach (Algorithm
1) to the sparse coding problem (4), we must compute
a subgradient φ ∈ ∂ZΦ∗(Z) of (14), where the dual
variable Z is the negative gradient of the loss: Z =
− 1
λ∇L(W ). Fortunately ∂ZΦ∗(Z) is generally very

sparse, and we show that it equals:

∂Φ∗(Z)
∂Zmj

=


0, if |Zmj | < α
0, if ‖(|Zm| − α)+‖22 < κ
Zmj − sign(Zmj )α, otherwise

α̂ = ‖Â‖∞
κ = max

i

∑
k

(
(|Zik| − α̂)+

)2
(15)

where α̂ is the magnitude of the largest element of the
matrix |Â| (derived below), which minimizes the infi-
mal convolution in (14), and κ is equal to the maximal
squared L2 norm of any row in the matrix Z − Â. De-
riving this subgradient requires analyzing some details
of the infimal convolution, but is necessary for under-
standing the sub-problem involved in boosting from an
infinite set of basis vectors.

3.4.1 Solving the Infimal Convolution

The solution Â to the infimal convolution in (14) is:

Âij =
{
Zij |Zij | ≤ α
sign(Zij)α |Zij | > α

(16)

where α = ‖Â‖∞. The infimal convolution is effec-
tively a one-dimensional search over α ∈ [0, ‖Z‖∞]
which seeks to minimize the max of a set of piece-
wise quadratic functions (‖Zi − Ai‖22, ∀i). Replacing
the ‖Z − A‖22,∞ term in the infimal convolution with

maxi
∑
j

((
|Zij | − α

)
+

)2

produces:

Φ∗(Z) = min
α

max
i

1
2γ
α2 +

1
2

∑
j

((
|Zij | − α

)
+

)2

(17)

Note that this optimization problem is convex with re-
spect to α, since it is a max over convex functions. The
minimizer, α̂, can be found to any desired accuracy by
an interval bisection search8 over α ∈ [0, ‖Z‖2∞]. The
subgradient (15) is the partial derivative9 of (17).

4 Oracles for Infinite Bases

The convex exemplar-based approach to clustering for-
mulated by (Lashkari & Golland, 2008) can be applied
to sparse coding to create a simple oracle from a set of
exemplars. In this case, the finite set of exemplars is
the set of possible basis vectors, and the subgradient
(15) derived above can be found efficiently by solving
the infimal convolution. However, this solution can is
improved by Algorithm 2, which optimizes over an in-
finite set of possible basis vectors. This section defines
the optimization problem that must be solved to boost
from an infinite set of possible basis vectors. We start
by considering the two limiting cases of L2,1 +γL1 reg-
ularization, L1 regularization and L2,1 regularization.
We then present Algorithm 2 as a heuristic for finding
a good solution in the general case.

4.1 L1 Regularization

Assume the loss function is the squared reconstruc-
tion error, L(W,B) = 1

2‖BW − X‖
2
F , and the regu-

larization function is the L1-norm Φ(W ) = 1
2‖W‖

2
1,

with conjugate Φ∗(Z) = 1
2‖Z‖

2
∞. In this case, a sub-

gradient of Φ∗(Z) is a matrix with one non-zero el-
ement, corresponding to a maximal element of |Z|.
Therefore, to find the best possible basis vector (with
unit L2 norm) we must solve for the basis vector
bm that produces the largest element of Z. Since
Z = − 1

λ∇L(W ) = − 1
λB

T (BW −X), bm is given by:

8For a fixed level of accuracy the computational com-
plexity of this search is at most O(Nd), where N is the
number of examples (columns of Z) and d is the number
of rows of Z.

9One might expect that since α is a function of Zml ,

we should be interested in the total derivative: dΦ∗(Z)
dZm

j
=

∂Φ∗(Z)
∂Zm

j
+ ∂Φ∗(Z)

∂α
∂α
∂Zm

j
. However, since ∂Φ∗(Z)

∂α
= 0, the total

derivative is equal to the partial derivative.



bm =
Em
‖Em‖2

, where: (18)

E = BW −X (19)
m = arg max

j
‖Ej‖22.

E is the reconstruction loss matrix, and m is the index
of the example with the largest reconstruction loss.
Hence L2

1 regularized boosting corresponds to adding
the L2 projection of the loss gradient from the highest
loss example to the active basis at each step.

4.2 L2,1 Regularization

If instead we regularize with the L2
2,1 block norm

Φ(W ) = ‖W‖22,1, with conjugate Φ∗(Z) = ‖Z‖22,∞,
any row Zm with maximal L2 norm is a subgradient
of Φ∗(Z). Hence we can optimize over all possible basis
vectors~b, by finding the basis vector~bm best correlated
with the loss gradients on all the examples (measured
by L2-norm):

bm = arg max
‖b‖2≤1

‖bT (BW −X)‖22

= arg max
‖b‖2≤1

bTEET b. (20)

Again E is the reconstruction error (19). Although
(20) is not convex, it is well known that bm is the eigen-
vector associated with the maximum eigenvalue of the
matrix EET (Boyd & Vandenberghe, 2004). Running
Algorithm 1 with this choice of Φ is very related to
PCA, and can be interpreted as PCA with incomplete
deflation.

4.3 L2,1 + γL1 Regularization

The L2,1 + γL1 regularization used in (4) interpolates
between the behavior of L1 and L2,1 based on the value
of γ. The optimal new basis vector bm will maximize
the infimal convolution:

bm = arg max
‖b‖2≤1

min
α

α2

γ
+
∑
j

(
(|bTEj | − α)+

)2
(21)

The introduction of the minimization over α makes
(21) significantly more difficult to solve than the L2,1

case (20). However, we can solve the infimal convolu-
tion for a finite set of candidate basis vectors, and we
have already seen the solution for the limiting cases
of γ → 0 and γ → ∞. To review: as γ → 0, α̂ will
converge to 0, and bm will be equal to the solution of
the L2,1 only case (20). When γ → ∞, α̂ converges
to maxj |bTmEj |, and L2,1 + γL1 regularization reduces
to L1 regularization. In this case10, bm ∝ Ej , where
‖Ej‖2 = maxi ‖Ei‖2, i.e. bm is guaranteed to be pro-
portional to some column of the reconstruction error
E.

10The L2 projection of any column of E with maximal
L2 norm is a valid choice for bm

Algorithm 2 L2,1 + γL1 Heuristic
Input: Scalars γ, η and N , reconstruction error
matrix E ∈ <m×n where E = BW −X.
Output: New basis vector b.
Initialization: Compute a matrix B̃ ∈ <m×N+1

containing candidate basis vectors as columns:
1: Set B̃1 to the solution for L2,1 regularization (20).
2: Set B̃2 through B̃N+1 equal to the L2 projections
of the largest (in L2 norm) N columns of E:

B̃i = Ei/‖Ei‖2, ∀‖Ei‖2 > C

3: Compute the dual variable: Z = − 1
λ B̃

TE
4: Find the index m of a maximal row by solving
the infimal convolution:

m = arg max
i

min
α

1
2γ
α2 +

1
2

∑
j

((
|Zij | − α

)
+

)2

5: Assign b to the best candidate: b = B̃m.
6: Improve b by gradient ascent using (22):
repeat

7: z = − 1
λb
TE

8: b = b+ η ∂Φ∗(z)
∂b

until ‖∂Φ∗(z)
∂b ‖2 < ε

Return b

Algorithm 2 provides an empirically effective method
for estimating β and bm. It starts by combining the
solutions for the L2,1 and L1 regularization cases dis-
cussed above into a matrix of candidate basis vectors
B̃. Then a promising choice for bm is selected by find-
ing the basis vector in B̃ which produces a maximal
row of the infimal convolution over Z = − 1

λ B̃
TE. Fi-

nally bm is improved by gradient ascent to maximize
the conjugate of the regularization, Φ∗(Zm), where
Zm = − 1

λb
T
mE and the gradient is:

∂Φ∗(Zm)
∂bm

=
∂Φ∗(Zm)
∂Zm

∂Zm

∂bm
(22)

= − 1
λ

∑
j

Ejsign(Zmj )(|Zmj | − α)+

where: α = min
α

α2

γ
+
∑
j

(
(|bTEj | − α)+

)2

5 Results on Image Denoising

We apply boosted coding (Algorithm 1) to the task of
image denoising in order to evaluate its performance
on a real-world task that is well-suited to sparse coding
(Elad & Aharon, 2006), and lends itself particularly
well to visualizing the behavior of the algorithm. The
performance of alternating optimization11 and boosted

11Used in many past works such as (Raina et al., 2007).



coding turn out to be quite similar on this task, with a
slight advantage for the boosted approach. This result
provides reassuring evidence that the non-convex but
simple alternating optimization algorithm is not seri-
ously impaired by inferior local minima on this task.
Additional experimental details and results are given
in the accompanying tech report to this paper (Bradley
& Bagnell, 2009a).

Figure 1: Image denoising proceeds by extracting over-
lapping patches from a noisy input image. Each patch
is rearranged to form a column of the data matrix X.
After X is approximated as B*W, the denoised image
is reconstructed by averaging the overlapping patches.

Our approach is modeled on the K-SVD algorithm pre-
sented in (Elad & Aharon, 2006). As shown in Fig-
ure 1, overlapping patches are extracted from a noisy
input image. Each patch is rearranged into a vec-
tor ~xi, the mean x̄i of the patch is subtracted, and
the result becomes a column of the data matrix X.
X is factorized into the product of B and W using
sparse coding. Non-zero components of W are then
refit without regularization. Finally, the denoised im-
age is reconstructed by adding back the mean of each
patch, and averaging areas of the image where mul-
tiple patches overlap. For these experiments we used
8x8 pixel patches with an overlap of four pixels be-
tween neighboring patches. The alternating optimiza-
tion approach has two hyperparameters–the regular-
ization constant λ and d, the number of columns of
B–and boosted coding has two regularization constant
hyperparameters λ and γ. The hyper-parameters of
both algorithms were independently tuned for maxi-
mal performance, in order to isolate the effect of the
different optimization strategies.

Independent and identically distributed Gaussian
noise (σ = 0.1) was added to five common benchmark
images to match the assumed noise model of the L2

loss function (Table 1, left-most column). Subtracting
the mean of each patch removes low-frequency com-
ponents of the image, leaving the coding problem to
focus on identifying which high-frequency components

of the image are contained in each patch. If W is set to
zero, the result is to average each 8x8 patch of the im-
age, which improves the Signal-to-Noise Ratio (SNR)
of the low-frequency components of the image at the
expense of the high-frequency details in the image (Ta-
ble 1, second column).

Image Input P.A. Alt. Opt. B.C.
Barbara 20.00 21.99 28.19→28.35 28.35
Boat 20.02 22.96 28.37→28.43 28.44
Lena 20.02 25.02 30.24→30.31 30.32
House 20.01 23.74 31.74→31.85 31.88
Peppers 19.97 21.01 29.04→29.09 29.20

Table 1: Results on five benchmark images show
that both alternating optimization (Alt. Opt.) and
boosted coding (B.C.) produce similar results for im-
age denoising, and improve significantly on patch av-
eraging (P.A.). The range reported for alternating op-
timization is the best and worst performance from 20
randomly initialized trials. Note that boosted coding
is deterministic.

Coding X with alternating optimization or boosted
coding (Table 1, right side) restores high-frequency de-
tail by finding basis vectors that describe shared pat-
terns across all patches. In our experiments both algo-
rithms produce roughly equivalent results in terms of
SNR, with a slight advantage for the convex approach.

5.1 Boosted Coding

The effect of relaxing the non-convex rank constraint
on W by substituting L2,1 regularization changes the
basis vectors selected. Boosted coding selects the most
important basis vectors first, and those are used by
many image patches due to the “group discount” pro-
vided by the L2 norm in L2,1 regularization (Figure
2). This causes the signal to noise ratio to rise quickly
at the beginning of the process and then level off once
most of the underlying signal can be represented by
the basis vectors.

Input Image Alternating Opt. Boosted Coding

Figure 2: Left: Noisy input image. Center: 8x8 basis
vectors learned by alternating optimization. Right:
Basis vectors learned by boosted coding, displayed in
the order they were selected (top to bottom and left
to right).



The first basis vectors chosen are smoother in appear-
ance than basis vectors chosen at later steps. This
is because each step of boosting with L2,1 + γL1 reg-
ularization will find a basis vector that is maximally
correlated with the reconstruction error on a subset of
the image patches. In later rounds of boosting much
of the structure of the image patches is already ex-
plained, and the reconstruction error on each patch
consists largely of noise. Additionally, the basis se-
lected by boosted coding is less coherent (i.e. the basis
vectors are less correlated with each other) than the
basis selected by alternating optimization (details in
(Bradley & Bagnell, 2009a)).

5.2 Alternating Optimization

A common objection to the traditional, alternating op-
timization approach to sparse coding (2) is that the
non-convex rank constraint on B could result in the
algorithm returning inferior local minima. Anecdotal
evidence suggests this problem should be most acute
for relatively small basis sizes, where there are only a
small number of randomly-initialized basis vectors. In
this case there are fewer degrees of freedom available to
let alternating optimization escape a local minima. In
our experience, inferior local minima, while they do oc-
cur, have a relatively small effect on the performance of
the alternating optimization algorithm. Table 2 quan-
tifies this assertion by showing the results of repeatedly
running the alternating optimization image denoising
algorithm from different random initializations of the
basis vectors. The optimization alternated between B
and W 20 times. This represents a stress-test for the
alternating optimization algorithm as the basis con-
tains only eight basis vectors. Even in this challeng-
ing case alternating optimization performs reasonably
consistently, although Figure 3 provides a detailed look
at a case where one local minima was superior to the
others.

SNR Improvement (dB)
Image Min Max Mean
Lena 4.60 4.78 4.73± 0.06dB
Barbara 3.10 3.38 3.20± 0.11dB
Boat 4.57 4.65 4.62± 0.03dB
Peppers 6.55 6.84 6.71± 0.1dB
House 6.20 6.25 6.22± 0.02dB

Table 2: Signal-to-Noise ratio variance observed when us-
ing alternating optimization L1-regularized sparse coding
to denoise grayscale images from 20 different random ini-
tializations of B.
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