Abstract—Robotic swarms are distributed systems whose members interact via local control laws to achieve different behaviors. Practical missions may require a combination of different swarm behaviors, where these behavioral combinations are not known a priori but could arise dynamically due to changes in mission goals. Therefore, human interaction with the swarm (HIS) is needed. In this paper, we introduce, formally define and characterize a novel concept, Neglect Benevolence, that captures the idea that it may be beneficial for system performance if the human operator, after giving a command, waits for some time before giving a subsequent command to the swarm. This raises the important question of the existence and means of calculation of the optimal time for the operator to give input to the swarm in order to optimize swarm behavior. Human operators are limited in their ability to estimate the best time to give input to the swarm. Therefore, automated aids that calculate the optimal input time could help the human operator achieve the best system performance. Our contributions are as follows. First, we formally define the new notion of Neglect Benevolence. Second, we prove the existence of Neglect Benevolence for a class of linear dynamical systems. Third, we provide an analytic characterization and an algorithm for calculating the optimal input time. Fourth, we apply the analysis to the human control of swarm configuration.

I. INTRODUCTION

Swarm robotic systems use control laws based on local spatial information about the environment and/or other members of the swarm within their spatial neighborhood to achieve various collective behaviors. The key advantage of swarms is that the behaviors generated are robust to individual robot failures. Practical missions or tasks for robotic systems may require a combination of different swarm behaviors in dynamic environments or situations. However, swarms are not yet capable of performing such complex dynamic missions autonomously. Human experiments with a simulated swarm system performing a variety of tasks including environment exploration [1], radiation source detection [2] have been performed. In a previous experimental study in a foraging scenario [3], we found that the performance of the system was affected by the time between two commands that the human was applying to the robots. In particular, we found that one group of subjects who performed well waited for some time after they issued a command before issuing another corrective command (when they wanted to change the direction in which the swarm was heading). We termed the phenomenon Neglect Benevolence, since neglecting the swarm (or not “correcting” the swarm) for some amount of time leads to better performance of the system. The goal of this paper is to formalize the notion of Neglect Benevolence.

Our human experiment findings indicated that when the swarm was in a transient state (i.e. moving towards one goal), application of another input (that changes the goal) could have different effects depending on the timing of the inputs. To verify this in a more controlled setting we set up a simulation of a small swarm system (12 robots) performing rendezvous. The robots move under simple control laws given in [4] with a repulsive potential to avoid inter-robot collision and an attractive potential field to maintain swarm cohesion. The operator inputs change the point at which the agents rendezvous. Figure 1 shows an example of the difference in the end result when the input is applied at two different times. In Figure 1a when the input is applied immediately after the operator wants to change the goal point of the rendezvous, the robot swarm splits and some of the robots reach the goal, shown in the figure via the pink circles, wander off never reaching the operator goal, and only a small number (3) of robots, shown in the green circle, reaches the goal. However, when there is a delay in applying the input, shown in Figure 1b, the swarm stays as a single entity and converges around the operator goal. This example further reinforces the experimental findings that for a human to influence the operations of a robotic swarm the timing of the human input can greatly affect the performance of the robotic system. We performed additional simulations with large numbers of robots under different control laws and initial configurations and found similar results in that the timing of the operator input affected the system performance.

Since the behavior of a swarm system is emergent via
the robot autonomous interactions, it is difficult for humans to have an intuitive understanding of the evolution of the swarm states. Consequently, it is difficult for humans to have a reasonable guess as to the appropriate delay after which to apply the input. Therefore, formal characterization of the notion of Neglect Benevolence and methods to calculate the best time the operator must give an input are needed. These results would also be of practical significance since they would enable the design of computational aids for the human to ensure that the human input is given to the swarm at the appropriate time.

Note that for the results shown in Figure 1, the underlying dynamics of the swarm system is nonlinear and the results show that the inappropriate timing of the human input can make the system unstable. However, the system does not need to be nonlinear for Neglect Benevolence to be present. Even if (a) the system dynamics is linear and (b) the swarm is always guaranteed to be stable, which is the case with well-designed linear systems, Neglect Benevolence can still exist (as we will show later in the paper).

We first introduce a formal definition of Neglect Benevolence. Different performance measures for the swarm system can be used for defining neglect benevolence. Examples include the time taken by the swarm to reach the human goal and the energy used by the swarm to reach the goal. We will then study a particular class of linear systems, namely linear systems with normal dynamics matrix where the performance measure is defined as the time taken by the swarm to reach the human specified goal. The dynamics matrix of a swarm that perform consensus falls within this class. The human input can control the inter-robot spacing and thereby control the final shape into which the robots converge. We will illustrate our concepts with this example (see Section V). Our paper makes the following contributions: (a) We formally define the new notion of Neglect Benevolence, (b) We prove the existence of Neglect Benevolence for a set of linear dynamical systems, (c) We provide an analytic characterization and an algorithm for calculating the optimal input time, (d) We apply the analysis to the human control of swarm configuration to illustrate the approach.

This paper is organized as follows: In Section II we present a discussion of the related work. In Section III we present a formal notion of Neglect Benevolence and prove the existence of Neglect Benevolence for a class of linear systems. In Section IV we present a procedure to compute the delay time for linear systems with normal dynamics matrix. In Section V we show the application of the analysis for configuration control of swarms. Thereafter, in Section VI, we present our simulation results and in Section VII we present our conclusions and outline avenues for future work.

II. RELATED WORK

Robotic swarm systems where a group of robots need to act through local interactions to collectively achieve a variety of behaviors have been extensively studied. Swarms can achieve behaviors such as flocking [5]–[8], rendezvous [9], deployment [10], and foraging [2], [11]. Formation control of robotic swarms has been proposed to adjust the spatial configuration of robotic systems so that they satisfy the requirements of deployment tasks or they can adapt to different environments while performing tasks [12]–[15].

However, schemes which include human operator in the loop together with robotic swarms are required for some complicated tasks (e.g. complex surveillance and reconnaissance). For using swarm robotic systems in human-supervised missions, human swarm interaction (HSI) has been studied in the extant literature [1], [16]–[20]. The concept of Neglect Tolerance has been introduced to capture the idea that a human operator can neglect robots that work independently of one another in a multi-robot system for a certain time before system performance degrades [21]–[24]. One key issue in neglect tolerance is how to schedule the attention of the human operator among the multiple and independent robots so that the neglect time between servicing robots is minimized [25]–[28]. In Neglect Tolerance, it is assumed that the robot system’s performance will degrade over time and the system will need human interaction to restore performance to a desirable level. In contrast, the concept of Neglect Benevolence is proposed in human swarm interaction to capture the idea that it may be beneficial for the human operators to wait for a certain length of time before applying input to the system while the swarm state evolves to stabilization (since the swarm state may not degrade monotonically with time) [3]. The concept of Neglect Benevolence has not been quantitatively characterized to date. Based on the observation of Neglect Benevolence in human control of robotic swarms, we propose a formal way to characterize Neglect Benevolence by considering the system dynamics and under different performance criteria.

III. FORMALIZING THE NOTION OF NEGLECT BENEFOLENCE

Consider a system that consists of a swarm of robots guided by a human operator. The robot swarm can be modeled as an autonomous distributed dynamical system that is capable of incorporating an input from an intelligent external controller (i.e. human operator). Each individual component of the distributed dynamical system has a state \( x^{(i)} \) that evolves as a function of time \( t \). For a system with \( m \) components, the joint state \( x \) of the entire dynamical system (i.e. swarm) is given by concatenating the states of the individual components (i.e. robots). The set of all states of the system is known as the state space \( \mathcal{X} \). The state \( x \in \mathcal{X} \) of the entire system evolves over time according to the inherent system dynamics \( f \), which relate the change in the state over time \( \dot{x} \) to the current state \( x \) and autonomous input \( u_{a} \in \mathcal{U}_{a} \), where \( \mathcal{U}_{a} \) is a bounded set. Each robot in the system contains an automatic controller \( g^{(i)} \) that computes the autonomous input \( u_{a}^{(i)} \) to the robot’s actuators based on an estimate \( \hat{x} \) of the state of the system and the human input \( u_{h} \). The human has a desired — possibly time-varying — set of goals that he/she would like to achieve with the robot swarm and a fixed set of inputs \( \mathcal{U}_{h} \) that they can apply to influence the swarm. The goals may arise dynamically due to unexpected
events in the environment or mission changes and are not known in advance. The goals can be expressed as a set of goal states $X_g \subset \mathcal{X}$. The human combines this knowledge of desired goal states $X_g$ with their possibly noisy, incorrect or incomplete knowledge $\hat{x}$ of the swarm’s current state via a process $h$ to generate an input $u_h \in U_h$ to the robot swarm. The relationships between all of these variables are summarized in the equations below.

\[
\begin{align*}
\mathbf{x}(t) &= \left[\mathbf{x}^{(1)}(t)^T \quad \mathbf{x}^{(2)}(t)^T \quad \ldots \quad \mathbf{x}^{(m)}(t)^T\right]^T \\
\mathbf{u}_n(t) &= \left[\mathbf{u}_n^{(1)}(t)^T \quad \mathbf{u}_n^{(2)}(t)^T \quad \ldots \quad \mathbf{u}_n^{(m)}(t)^T\right]^T \\
\dot{x}(t) &= f(x(t), u_n(t)) \\
u_n(t) &= g(x(t), \mathbf{u}_h(t)) \\
u_h(t) &= h(\hat{x}(t), X_g)
\end{align*}
\]

For the purposes of this paper, we will just assume that the human can come up with the input $u_h$ without modeling the function $h$. Furthermore, we will assume that each robot in the swarm has perfect access to its own and its neighbors’ state (i.e. $\hat{x} = x$). The set of stable equilibrium points $\mathcal{X}_s \subset \mathcal{X}$ of the system is called the natural goal set. When there is no human influence (i.e. $u_h = 0$), any control input $u_n \in U_n$ that drives the system to the natural goal set is called a natural input.

A path through the state space is a sequence of states that begins at some state $x_s$ at $t = 0$ and approaches $x_c$ as $t \to \infty$. The path taken by a system from any initial state $x_s$ towards a natural goal, when $u_h = 0$, is called the natural path.

As the system proceeds towards its natural goal $x_n$, the human may wish to apply an input $u_h$ to influence the swarm towards the desired set of goal states $X_g$. The input may be instantaneous or persistent, but for illustration, assume that there is only one opportunity to apply or activate it. Given a performance criterion that the human wishes to maximize, if applying the input at some time $T > 0$ results in better performance than applying the input at any time $t < T$, then all states of the system during time $t < T$ are said to be Neglect Benevolent. Given a system, a performance criterion, an input $u_h \in U_h$ and a set of desired goal states $X_g$, there may exist a set of Neglect Benevolent states $X_{nb} \subset \mathcal{X}$ where delaying the application of the input will result in improved system performance. Specifically, when the system begins in state $x_{nb} \in X_{nb}$ and follows a natural path through the state space, there is some future state at which applying the input results in better performance than applying the input at state $x_{nb}$. Systems where $X_{nb} \neq \emptyset$ are said to exhibit the property of Neglect Benevolence. The performance criterion to be used is task-specific and depends on the mission goals. Examples of performance criteria include the time taken to reach the human goal and the total energy required to reach the human goal. For the rest of the paper, we will use the time required by the system to reach the human goal as the performance criterion.

\section{Analysis of Neglect Benevolence in Linear Time Invariant Systems}

In this section, we quantitatively analyze the concept of Neglect Benevolence in human control of robot swarm systems. In Section V, we use the analysis to determine Neglect Benevolence and best time to apply human input for swarm configuration control. We focus on linear time invariant (LTI) robot swarm systems with a normal dynamics matrix. In Section IV-A, we first consider a swarm system without external human input, and numerically solve the system convergence time based on the eigenvalue decomposition. Then we discuss the situation when the human operator wants to give a new command to the dynamic swarm system, and present an algorithmic way of finding the optimal time to impose the human operator’s new input so that the time to reach the new goal is minimized. In Section V, we analyze an application of human control in robot swarm configuration control. We first design a control law for a robot swarm system so that it can form desired spatial configurations. The swarm system under the designed control law has a symmetric dynamics matrix, and we apply the above analysis results to optimize the configuration control of the system.

\subsection{Neglect Benevolence in LTI Systems with a Normal Dynamics Matrix}

Consider a linear time-invariant (LTI) robot swarm system with a normal dynamics matrix and without external human inputs.

\[
\begin{align*}
\dot{x}(t) &= Ax(t) \\
x(0) &= x_0
\end{align*}
\]

where $A$ is the dynamics matrix, $x(t)$ represents the system state vector at time $t$ and $x_0$ is the initial state. We assume that $A$ is normal (i.e. $A^TA = AA^T$) and all its eigenvalues have negative real parts (so that the system is stable). Below we first numerically solve the system convergence time based on the eigenvalues of $A + A^T$.

Solving the dynamic equation, we get

\[
x(t) = e^{At}x_0
\]

Since $A$ is normal, $A^TA = AA^T$, so

\[
\|x(t)\|_2^2 = x_0^TQe^{At}Q^Tx_0
\]

where $A^TA = QAQ^T$ is the eigenvalue decomposition of the symmetric matrix $(A^TA)$ and $A$ is a diagonal matrix with elements $\lambda_i$, where $\lambda_i \in \mathbb{R}$ are the eigenvalues of $(A^TA)$. Define $y = Q^Tx_0$, we have

\[
\|x(t)\|_2^2 = y^Te^{At}y = \sum_{i=1}^{n} y_i^2 e^{\lambda_i t}
\]

From the above, the 2-norm of the state evolution function is a sum of decaying exponentials with positive coefficients. We can find an upper bound on the convergence time $t_{\text{natural}}$ for the system without external input using the maximum.
eigenvalues. Define $\alpha = \max_i \lambda_i$ and $\varepsilon$ as the tolerance for convergence.

$$\|x(t_{natural})\|^2 = \sum_{i=1}^{n} y_i^2 e^{\lambda_i t_{natural}} \leq y^T y e^{\alpha t_{natural}} < \varepsilon^2$$

Define $f(t) = \|e^{At}x_0\|^2$ and $g(t) = f(t) - \varepsilon$. Since $f(t)$ is monotonically decreasing and converges to 0, $g(t)$ only has one root, which represents the convergence time of the system. A numerical solution for the convergence time $t_{natural}$ can be found using the following iterative Newton’s Method.

$$t_{k+1} = t_k - \frac{g(t)}{g'(t)} \quad (11)$$

where $g'(t) = \sum_{i=1}^{n} y_i^2 \lambda_i e^{\lambda_i t}$.

Now consider the situation when the human operator wants to give a new input to the dynamic swarm system.

$$\dot{x}(t) = A(x(t) - K(\theta(t) - t_{input})) \quad (12)$$

where $K$ represents the new input, so that the system now converges to state $K$ rather than the origin. Here $\theta(t)$ is the Heaviside step function such that $\theta(t) = 0$ for $t < 0$ and $\theta(t) = 1$ for $t \geq 0$. $t_{input}$ is the time when the new input $K$ is imposed on the system’s dynamics. Solving the dynamics equation, we have

$$x(t) = e^{At} (x_0 - e^{-A(t_{input})} K(t - t_{input})) + K\theta(t - t_{input})$$

For a stable system, $e^{At}$ is a decaying matrix exponential, so the system will converge to the input $K$ at some time $t_{goal}$ after $t_{input}$.

$$x(t_{goal}) = e^{At_{goal}} (x_0 - e^{-A(t_{input})} K) + K$$

Define $x_d = x_0 - e^{-A(t_{input})} K$,

$$x(t_{goal}) = e^{At_{goal}} x_d + K$$

$$\|e^{At_{goal}} x_d\| < \varepsilon \quad (13)$$

So we can solve $t_{goal}$ in the same way as solve $t_{natural}$ in the case without new input and the only difference is that the initial condition changes from $x_0$ to $x_d$.

The convergence time $t_{goal}$ depends on $t_{input}$ (implicitly included in the expression of $x_d$). We can use the following naive algorithm to sample all possible $t_{input} \leq t_{natural}$ and find the best input time $t_{input}^*$ so that $t_{goal}$ is minimized:

1) Solve the dynamics equations (i.e. find $x(t)$).
2) Find the convergence time to the natural goal without external input.

$$t_{natural} = \min \{t_f | \forall t \geq t_f : \|e^{At} x_0\|_2 < \varepsilon\} \quad (14)$$

3) For each possible input time $t_{input} \leq t_{natural}$, compute the convergence time to the new input goal.

$$t_{goal} = \min \{t_f | \forall t \geq t_f : \|e^{At}(x_0 - e^{-A(t_{input})} K)\|_2 < \varepsilon\} \quad (15)$$

4) The input time, $t_{input}^*$, that results in the minimum convergence time to the new input goal, $t_{goal}$, is the optimal input time.

Whenever $t_{input}^* > 0$, it means that the new input should be delayed for $t_{input}^*$ before imposed on the system, so that the convergence performance of the system is optimized. Generally speaking, whether $t_{input}^* = 0$ or $t_{input}^* > 0$ would depend on the dynamics matrix $A$, the natural goal, the newly input goal $K$, as well as the initial state $x_0$. However, for any dynamics matrix $A$ (norm and exponentially stable), we can construct a condition (including the new goal $K$, initial state $x_0$), such that under such a condition, $x_0$ is always Neglect Benevolent, and thus $t_{input}^* > 0$ (See Theorem 1). The above analysis provides a quantitative way to characterize Neglect Benevolence.

**Theorem 1:** Consider an exponentially stable linear system where the human input is incorporated using Equation 12.

$$\dot{x}(t) = A(x(t) - K(\theta(t - t_{input}))$$

In such a system, for any initial state $x_0$, if the state $K$ lies along the natural path from $x_0$ to the origin, then the state $x_0$ must be Neglect Benevolent.

**Proof:** Let the system take time $t_1$ to go from initial state $x_0$ to the state $K$ along the natural path under the dynamics $\dot{x}(t) = Ax(t)$. Without loss of generality, we can assume that there is a state $x_1$ along the natural path such that the time taken to goal from state $K$ to state $x_1$ is $t_1$. Define $x_2 = K - x_1$. Suppose that it takes time $t_2$ from $x_0$ to $K$ under the new input dynamics $\dot{x}(t) = A(x(t) - K)$.

$$e^{At_1} x_0 = K \quad (16)$$

$$\|e^{At_2} (x_0 - K)\|_2 < \varepsilon \quad (17)$$

Substituting Equation 13 to Equation 14, we have

$$\|e^{At_2} x_2\|_2 < \varepsilon \quad (18)$$

Thus, the time taken to go from state $x_2$ to the origin along the natural path is $t_2 - t_1$, which must be positive. So $t_2 > t_1$, which means that it takes longer when $t_{input} = 0$ than $t_{input} = t_1$ for the system to reach the state $K$ from initial state $x_0$. So $x_0$ must be Neglect Benevolent.

In Theorem 1, we showed that for any input $K$, we can find at least one initial state $x_0$ that must be Neglect Benevolent. Conversely, it can be shown by similar arguments that given any initial state $x_0$, we can find at least one input $K$ under which that state $x_0$ is Neglect Benevolent. Thus, for any exponentially stable linear system, when the set of human inputs $U_h$ is non-empty, the set of of Neglect Benevolent states $X_{ns}$ is non-empty. Therefore, any exponentially stable linear system exhibits Neglect Benevolence.

**V. ROBOT SWARM CONFIGURATION CONTROL**

In this section, we use the above quantitative approach to analyze Neglect Benevolence in human control of robot swarm configurations. We first design a control law for a
robot swarm system so it can form various desired spatial configurations. The swarm system under the designed control law has a symmetric dynamics matrix, and we apply the analysis results presented in the previous section to optimize the configuration control of the system.

Consider a swarm of robots where each robot has a bidirectional communication link with some subset of the other robots in the swarm. Assume that the communication topology of robots can be modeled by an undirected connected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where each vertex is a robot and each edge is a bidirectional communication link. The adjacency matrix for the graph is given by $A_{\text{adjacency}} = [a_{ij}]$, where $a_{ii} = 0$ and $a_{ij} \geq 0$ is the weight of the edge between vertex $i$ and vertex $j$ in the graph. If such an edge does not exist in the graph, $a_{ij} = 0$. Note that in an undirected graph, the adjacency matrix is symmetric. The Laplacian matrix is given by $L = [l_{ij}]$, where $l_{ii} = \sum_j a_{ij}$ and $l_{ij} = -a_{ij}$. Note that
\[
[1, 1, \ldots, 1]L = [1, 1, \ldots, 1]^T = 0
\]

As presented in [29], the following continuous time control law can be applied at every robot:
\[
\dot{x}(t) = -Lx(t)
\]

where the vector $x(t)$ represents the state of the system at time $t$, and is a concatenation of all the state values $x_i(t)$ of each robot $i$ in the system. Under the control law, the system would converge to a state $x_{\text{final}}$.
\[
x_{\text{final}} = \frac{\sum_i x_i(0)}{n} [1, 1, \ldots, 1]^T
\]

Each robot has the same state value, which is the average of all robots’ initial states. If the state of each robot is multi-dimensional (e.g. x-positions, y-positions) then Equation 17 holds for each dimension. This means that if the state represents the spatial location of robots, then all robots would rendezvous under the control law.

Below we design another control law for a connected robot swarm system, so that all robots would rendezvous but in a desired spatial formation around the centroid of their initial location, specified beforehand by a vector parameter $K$.

**Lemma 1:** Under the following control law:
\[
\dot{x}(t) = -L(x(t) - K)
\]
the robot swarm would converge to $x_{\text{final}}$, with individual robot’s state difference specified by $K$ (i.e. the robot swarm would rendezvous to a desired spatial formation specified by $K$), around the initial centroid.

**Proof:** First, we show that the sum of all robots’ state values is always a constant.
\[
\sum_{i=1}^{n} x_i(t) = [1, 1, \ldots, 1] \dot{x}(t) = -[1, 1, \ldots, 1]L(x(t) - K) = 0
\]
\[
\sum_{i=1}^{n} x_{\text{final},i} = \sum_{i=1}^{n} x_i(0)
\]

where $x_{\text{final},i}$ represents the final state of robot $i$.

Next we show that when the state of all robots converges, the difference among their state values is specified by $K$.
\[
\dot{x}_{\text{final}} = 0 \Rightarrow L(x_{\text{final}} - K) = 0
\]

Since we assume that $\mathcal{G}$ is connected, the eigenvector of $L$ corresponding to eigenvalue 0 is $a [1, 1, \ldots, 1]^T$, where $a \in \mathbb{R}$.
\[
x_{\text{final}} = K + a [1, 1, \ldots, 1]^T
\]

Combining Equation (20) and (22), we have that
\[
x_{\text{final},i} = \frac{\sum_i x_i(0)}{n} + \left(K_i - \frac{\sum_i K_i}{n}\right)
\]

So the centroid of the convergence state is the same as the initial centroid, but robots have a spatial formation, specified by $K$.

Now if we consider the situation when the human operator intends to give a new input $K_2$ after the initial $K_1$, depending on the input time $t_{\text{input}}$ of $K_2$, the control law is
\[
\dot{x}(t) = -L(x(t) - K_1 + (K_1 - K_2) \theta(t - t_{\text{input}}))
\]

We want to impose the new input $K_2$ at an optimal time $t_{\text{input}}$ so that the transient time to the formation specified by $K_2$ is minimized. Since the dynamics matrix $-L$ is symmetric, it must be normal. So the system can be viewed as a special case of systems discussed in Section IV-A. So we can apply the results in Section IV-A to analyze Neglect Benevolence for robot swarm configuration control.

**VI. RESULTS FOR ROBOT SWARM CONFIGURATION CONTROL**

The method of generating various robot configurations presented in the previous section can be used to generate rigid formations for the robots as shown in Figure 2. If the state vector $x$ represents the concatenated x-positions and y-positions of the robots, the vector $K$ specifies a spatial distribution for the robots. As the robots are moving into a natural goal formation under the influence of the system dynamics, the human may become aware of a new goal to be achieved with the swarm prior to a fixed deadline. The human would then want to provide an input to influence the swarm into a different formation required to achieve the new goal prior to the deadline. In this case, the performance criterion comes in two parts: (1) the swarm must achieve the desired formation before the deadline and (2) minimizing the total time required to achieve the goal formation is desirable. To meet the deadline and minimize the time required to achieve the goal, the human may naively try to provide input as soon as possible (i.e. immediately after becoming aware of the new goal). However, the theory of Neglect Benevolence developed in previous sections indicates that there may exist certain states of the system in which applying the input immediately causes the system to have worse performance than delaying the application of input. Specifically, delaying the application of input may increase system performance.
Several simulations demonstrated that this system for generating robot configurations did indeed exhibit Neglect Benevolence. Simulated swarms consisted of between 3 and 25 holonomic robots that could communicate bidirectionally with a fixed subset of other swarm members (i.e., communication graph not assumed to be complete). Each simulated robot could measure only its own position on the map. Results from one such simulation are shown in Figure 2. In Figure 2a, the robots are shown initially dispersed across the map. If no human input is provided to the swarm, the system dynamics naturally drive the robots into the circular formation shown in Figure 2b. However, when the swarm is in the initial state shown in Figure 2a, the human becomes aware of a new goal that requires the swarm to be in the torus formation shown in Figure 2c. The human also becomes aware that the swarm must achieve this formation within 37 seconds and that it is preferable to achieve the formation as early as possible. As shown in Figure 2d, if the human naively tells the swarm to form a torus immediately at $t = 0$, the swarm does not achieve the formation within the minimum amount of time. In fact, the swarm does not achieve the torus formation prior to the deadline at all, much less in the minimum amount of time! The human must wait approximately 4 seconds before influencing the swarm in order for the swarm to create a torus formation before the deadline. If the human delays the application of input by approximately 10 seconds, then the swarm achieves the torus formation within the minimum amount of time.

Figure 3 presents simulation results from another scenario that also requires the swarm to achieve different formations and exhibits Neglect Benevolence. In this simulation, the swarm begins in a room in the initial configuration shown in Figure 3a. It is assumed that prior to the start of the simulation the human operator’s primary goal was to maximize exploration of the room and the human chose to do so by informing the swarm to form a grid. If no further human influence is provided, the swarm will naturally move into the grid formation shown in Figure 3b. However, immediately after the human operator has applied the input for forming the grid configuration, they are given a new goal that requires moving the swarm into the narrow passage. To achieve this goal, the human informs the swarm to move toward the passage. This input appears as a constant bias term in the system dynamics equation and causes the swarm centroid to move towards the passage. To avoid colliding with the walls of the room before reaching the passage, the human must also inform the swarm to create the line formation shown in Figure 3c. The first robots in the swarm will reach the passage (or collide into the walls) at 24 seconds, but this implicit deadline is not necessarily known to the human. In the previous section, it was shown that the system dynamics will always ensure the formation is centered on the (in this case, moving) centroid of the swarm. As shown in Figure 3d, if the human applies the input immediately, the swarm will not achieve the formation before reaching the narrow passage. There is a narrow window of opportunity between approximately 1 and 5 seconds when applying the input enables the swarm to achieve the new formation prior to
reaching the passage. In addition, there is an optimal input time at 3 seconds, when applying the input will enable the swarm to move into the line formation by 18 seconds, well before the 24 second implicit deadline.

VII. CONCLUSION AND FUTURE WORK

Robotic swarms that autonomously coordinate via simple local control laws are becoming increasingly interesting for applications such as reconnaissance, surveillance and disaster response. These applications are characterized by uncertainty and potential changes of the environment and mission goals. This results in the human redirecting the swarm by changing its goals and behaviors. In prior experimental work in Human Swarm Interaction, we observed that system performance often depended on the timing of the operator input to the swarm. In particular, we observed that in many instances, system performance improved if the operator, instead of giving input to the system immediately as soon as mission goals changed, delayed giving the new input to the system. We labeled this notion of beneficial delay as Neglect Benevolence. In this paper, we formalized this new notion and presented ways to quantify this notion as well as procedures to compute the optimal time for the operator to give input. We also proved the existence of Neglect Benevolence for a class of linear systems. Experimental simulation results showed that in many situations where the system must reach a specified human goal within some deadline, if the human does not consider the effects of Neglect Benevolence in timing her input, the system may never achieve the goal. This paper is the first to formally introduce the notion of Neglect Benevolence and present initial results. There remain many additional challenges and areas of research that we will consider in future work. Some of the issues we plan to address are: (a) obtain further formal results for a sequence of goals and new human inputs, (b) prove the existence of Neglect Benevolence for different measures of system performance (e.g. energy minimization), (c) provide characterization of Neglect Benevolence and optimal timing of human input for non-linear systems, (d) investigate system sensitivity to the phenomenon of Neglect Benevolence with regard to noise in sensor measurements or state estimates.
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