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Abstract—The assessment of travel time reliability for segments and routes is a rapidly advancing frontier. The increasing availability of probe data is making it possible to monitor reliability in real-time based on individual vehicle data as opposed to ex-post-facto based on averages. This paper examines metrics that can be used to monitor reliability based on probe data. The merits of traditional metrics like the planning time index, buffer index, and travel time index are compared with newer ideas like complete cumulative distribution functions and mean/variance combinations. The question is: what is the quality of information about real-time reliability provided by these various options? This paper compares these metrics in the context of probe-based observations of travel times and rates. Also, a new idea for a pairwise metric, the root mean square travel rate $\tau_{rms}$ in conjunction with the standard deviation $\sigma_r$. These two measures in combination seem to provide a picture of reliability that is nearly as complete as the underlying Cumulative Density Function (CDF) and better than the simpler metrics. These ideas are examined in the context of probe data from I-5 in Sacramento, CA.

I. INTRODUCTION

The assessment of travel time reliability for segments and routes is a rapidly advancing frontier. In fact, travel time reliability is one of the key performance measures used by a number of public agencies in the United States [1]. The Strategic Highway Research Program (SHRP 2) deemed reliability to be one of the four factors that needed to be addressed in capacity expansion decision-making [2]. In general reliability can be defined as the absence of variation in the travel times.

The increasing availability of probe data is making it possible to monitor reliability in real-time based on individual vehicle data as opposed to ex-post-facto based on averages. This paper focuses on the issue of metrics that can be used to monitor reliability based on probe data. The merits of older metrics like the planning time index, buffer index, and travel time index are compared with newer ideas like complete cumulative distribution functions and mean/variance combinations. The question is: what is the quality of information about real-time reliability provided by these various options? A new pairwise combination of metrics is introduced: the root mean square travel rate $\tau_{rms}$ in conjunction with the standard deviation $\sigma_r$. These two measures seem to provide a picture of reliability that is nearly as complete as the underlying CDF and better than the simpler metrics. Scatterplots of $\tau_{rms}$ versus $\sigma_r$ can be used as signature patterns to understand how well a segment or route is performing. For example, when the $(\tau_{rms}, \sigma_r)$ points are near the origin, reliability is high. This is typically the condition when the facility is operating uncongested. The closer the points lie to the $\sigma_r$ axis, regardless of the operating condition, the more reliable is the operation. If the $(\tau_{rms}, \sigma_r)$ points lie along a line with a positive slope, then a peak period transient is underway or there has been an incident. Scatter in the locus of the $(\tau_{rms}, \sigma_r)$ points provides an indication of how turbulent the operating condition is. Ex-post facto frequency tables for the $(\tau_{rms}, \sigma_r)$ combinations are very useful in comparing the reliability performance of one segment/route with another.

This paper compares and contrasts various reliability measures in the context of Bluetooth data for individual vehicles collected on I-5 in Sacramento, California for three months in 2011.

II. PRIOR RESEARCH

Much of the research on travel time reliability has focused on average travel times. An example would be average travel times for 5 minute intervals during the AM or PM peak period across a year or more. A popular idea involves computing the ratio between a high percentile travel time (e.g., the 95th percentile) and a reference value like the minimum or average travel time. If this ratio is high, the performance is unreliable. Lomax et al. [3] in their seminal work suggested using metrics like the percent variation, the misery index, and the buffer time index. USDOT [3] recommends measures like the frequency of congestion, the planning time index, the buffer index, and the 90th and 95th percentile travel times. NCHRP Report 618 [4] recommends using the buffer index, the planning time index, the misery index, the percent variation, and the percent on-time arrival. Margiotta et al. [5] recommend replacing the percent variation with the skew statistic. Dong and Mahmassani [6], and Dowling et al. [7] use the standard deviation. SHRP2 L08 [8] recommends using the travel time index and SHRP-2 L02 [9] suggests using the CDF for the entire distribution and/or a metric called the semi-standard deviation. It is not that some measures are correct and others are wrong, but rather that a variety of measures exist. Some
are simpler, some are more complex, and the more complex measures tend to provide more information.

Among the single value metrics in common use today, four are reviewed here: the travel time index, the planning time index, the buffer index, the CDF, and the semi-standard deviation.

**Travel Time Index:** The Urban Congestion Report [3] defines the travel time index (TTI) as the ratio of the peak-period travel time compared to the free-flow travel time. Annually, the report computes this measure for major metropolitan areas for the AM peak period (6:00 a.m. to 9:00 a.m.) and PM peak period (4:00 p.m. to 7:00 p.m.) on weekdays. If the 5th percentile travel time is deemed to be free flow travel time and \( \mu_i \) is the mean travel time during observation time \( i \), then a formula for computing travel time index is:

\[
TTI_i = \frac{\mu_i}{F^{-1}(0.05)} \quad (1)
\]

Because the metric is a ratio of two values, if either one changes, the TTI changes. For example, if the average travel time decreases because a capacity investment is made, then the TTI will be reduced ceteris paribus. But if the speed limit is also raised as a result, the TTI could increase because the free-flow travel time would be lower. SHRPR2 L08 uses this definition to assess the reliability of freeway and arterial facilities in the context of predictive assessments of annualized performance during some timeframe of interest. Different operating conditions, called scenarios, are identified for the analysis timeframe of interest, such as the AM peak, along with their frequency occurrence and for each scenario the average travel time during the peak 15 minute period is computed. These average values are then averaged again on a weighted basis, and the result is divided by the free flow travel time. One problem with this metric is that it only focuses on the mean value during the period of interest, not other percentiles of the distribution. So, while the TTI might be acceptable, the spread in the values might be such that the higher percentile values are not.

**Planning Time Index:** The planning time index is also defined by the Urban Congestion Report [3]. It is the ratio of the 95th percentile travel time to the free-flow travel time. Again, this is ratio of the 95th percentile of the average travel times observed across some time frame to the free-flow travel time across all time periods (e.g., the 5th percentile travel time overall). A suitable formula for computing planning time index is:

\[
PTI = \frac{F^{-1}(0.95)}{F^{-1}(0.05)} \quad (2)
\]

The PTI is better than the TTI in that it focuses on a percentile of the travel time distribution rather than the mean. But it has the same potential for ambiguity because the free-flow travel time can also change. Another shortcoming of this metric is that it does not focus on the distribution of the travel times, just one percentile. So if the performance improves at other percentiles, that change is undetected. Also, if two segments differ in the average travel times associated with percentiles other than the 95th, those differences are missed if the TTIs of two facilities are compared, or if the trends in PTIs are compared across time.

**Buffer Index:** The buffer index (BI) is defined to be the difference between the 95th percentile average travel time and the mean of the travel times divided by the mean of the travel times [1], [2]. In a sense, it is a standard deviation-related metric. If the travel times were Normally distributed, this index would be 1.96, the z value for a Normal (0,1) distribution. A major problem with this index is that variations in the mean value affect the numerical result as well as variations in the 95th percentile. Hence it is not possible to determine what changed, the 95th percentile or the mean, just that the ratio between the two has been altered. SHRPR 2 C-02 [2] suggested that the median travel time could also be used as a reference value instead of mean. Of course, if the median value changes, the BI changes as well. An equation for computing the BI is:

\[
BI = \frac{(F^{-1}(0.95) - \mu)}{\mu} \quad (3)
\]

**Cumulative Density Function:** The cumulative distribution function (CDF) is not a single metric but rather a depiction of all the values observed. The SHRPR 2 L02 guide [9] recommends the use of CDFs for reliability assessment. If the data are 5-minute average travel times, the CDF captures the entire distribution of these values. The metric as such, is really the picture of this distribution: its locus of the CDF and its shape. If the CDF shifts toward the origin, the performance of the facility has improved, and if the CDF becomes steeper, the reliability has improved as well. Ideally, the 0th and the 100th percentile travel times are the same. Then the facility is extremely reliable. Even if the 0th percentile travel time is higher during the peak hours than it is off-peak, if the difference between the 0th and the 100th percentile travel times is still small, then the travel times are reliable. They are simply not as low as those obtainable off peak. The CDF makes the case that both the locus of the travel times and their spread are important in assessing travel time reliability.

**Semi-Standard Deviation:** SHRPR-2 L02 [9] also suggests the use of a single value metric called the semi-standard deviation. It is similar to the more traditional standard deviation, but only the observed values greater than a reference are considered. This metric is commonly used by financial analysts to assess risk. For the average travel rates observed across a specific time-frame, let \( \tau_k \) be the travel rate in minutes per mile observed during (5-minute) time period \( k \) and let \( r \) be the reference value against which the travel rates are compared (e.g., the rate equivalent to some acceptable speed (e.g., 45 mph). Then, the semi-standard deviation based on reference value \( r \) is:
σ_r = \sqrt{\frac{\sum_{i=1}^{n} \delta_k (\tau_k - r)^2}{n}} \quad (4)

where \( \delta_k = 1 \) if \( \tau_k > r \) and \( \delta_k = 0 \) otherwise.

As can be seen, travel times below \( r \) do not contribute to the metric, only those above (as opposed to the standard deviation where all values contribute). In effect, this metric is a delay measure. If the reference value is thought of as being an acceptable travel rate during the period of interest, then the metric represents a root-mean-square delay. As such, it can be used to determine whether a facility is providing acceptable travel times. If \( \sigma_r = 0 \) then the travel times are 100% acceptable. There may still be variance in the classical sense, but none of the observations are above the reference threshold.

III. Methodology

The purpose of this paper, as indicated before, is to see what metrics provide useful information in the context of real-time, individual vehicle-based travel time data. The metrics being examined are the TTI, the PTI, the BI, the CDF, and a newly proposed metric that is a pairwise combination of the root mean square travel rate, \( \tau_{rms} \), and the standard deviation of the travel rates \( \sigma_r \).

If a set of \( n \) vehicle travel rates are observed and \( \tau_j \) is the travel rate in minutes per mile for vehicle \( j \), then \( \tau_{rms} \) is:

\[
\tau_{rms} = \sqrt{\frac{\sum_{j=1}^{n} (\tau_j)^2}{n}} \quad (5)
\]

The difference, vis-a-vis the more typical mean value, is that \( \tau_{rms} \) places greater emphasis on the larger travel rates. The values are squared before they are averaged. As some readers might realize, this is the \( L^2 \) norm, as opposed to the \( L^1 \) norm, which is the more typically used average; or the \( L^\infty \) norm, which is the maximum.

It is suggested that \( \tau_{rms} \) should be used in combination with \( \sigma_{\tau} \) to conduct the reliability assessment. As is likely to be well known, for the same set of \( n \) vehicles with travel rates \( \tau_j \), \( \sigma_{\tau} \) is given by equation (5) assuming \( \mu_{\tau} \) is the average travel rate for those vehicles:

\[
\sigma_{\tau} = \sqrt{\frac{\sum_{j=1}^{n} (\tau_j - \mu_{\tau})^2}{n}} \quad (6)
\]

Although both the USDOT guide [1] and NCHRP report 618 [2] discourage use of the standard deviation as a reliability performance metric, it is a very powerful metric used in many contexts to gain a sense of the consistency in the data. And reliability is about consistency.

IV. Case Study

The case study focuses on Bluetooth data obtained from individual vehicles on a 5-mile section of I-5 in Sacramento, CA. The data were collected both northbound and southbound during January through April, 2011. Figure 1 shows where the four Bluetooth readers were stationed.

![I-5 in Sacramento](image)

The distances between the stations (going southbound) were 3.6 miles, 1.1 miles, and 0.9 miles, respectively. Full details on data collection and data processing can be found in a previous paper [10].

Figure 2 shows a plot of the individual vehicle travel rates for vehicles traveling north from monitoring station 11 to 10 (the southernmost pair) on February 2, 2011. This day is typical.

It is easy to see that there is an AM peak period going northbound. It lasts from about 6:30 to 9:00 and it never reaches steady state. The travel rates grow from about 1 min/mi to 5 min/mi and then drop back to 1 min/mi. The spread among the rates is relatively small off-peak and it increases and then decreases during the peak.

For purposes of analysis, the observations were first binned by direction and then segment. They were subsequently placed in chronological order. After this was done, overlapping sets of 50 observations were used to develop statistical measures. The first set of 50 data points was examined, and then 26-75, 51-100, and so on. The timespan for these observations varies, of course, and is as little as 8-10 minutes during the peaks. It is less than 30 minutes most of the time but can range up to 3 hours off-peak.

Figure 3 presents a plot of selected percentiles of the vehicle travel rates for the same date as Figure 2. Shown are the 5th, 25th, 50th, 75th, and 95th percentile travel times.

Since the top line is the 95th percentile and the free flow travel rate is slightly less than 1 min/mi, the 95th
percentile values effectively show the PTI. And since the middle line is the 50th percentile, it is effectively the TTI. As the inset shows, these two metrics follow slightly different trends during the peak periods. The BI is effectively the ratio between the 95th percentile travel rate and the 50th percentile rate.

While both the PTI and TTI trends are both similar, neither one gives information about the trends in the overall distribution of travel rates. The focus on the high percentiles but not the lower ones. Only the CDFs, as shown by the families of vertical data points, indicate how the distribution of travel rates varies. It is for this reason that the SHRP-2 L02 reports [9] emphasize the value in using the CDFs. Management actions that reduce the lower percentile travel rates are beneficial in terms of reliability even if the higher percentile travel times remain unchanged. The service quality for some of the travelers is improved.

Figure 4 presents trends in $\tau_{rms}$ and $\sigma_\tau$ for the same day in February. As can be seen, both $\tau_{rms}$ and $\sigma_\tau$ increase during the peak period. $\tau_{rms}$ grows fourfold from 1 to 4 min/mi while $\sigma_\tau$ increases eightfold from 0.1 to 0.8. Just to check, the $z$ value for 5% on a Normal (0,1) distribution is -1.64 and for 95% it is 1.64. Hence the range from 5% to 95% on the CDF ought to be about 2.6 min/mi; and it is.

For this same segment, Figures 5(a) and 5(b) present the average trends in the percentiles and the other metrics for all of the weekdays in the data collected. The same trends from Figures 3 and 4 can be seen. But in this instance, the picture is comprehensive. While TMC operators might use the data in Figures 3 and 4 to manage the freeways operation in real time, they can use Figure 5 to examine longer term trends, ex-post-facto.

The question is: which of these metrics provide useful information for decision-making, both in real-time and ex-post-facto. From the viewpoint of these authors, the CDFs provide the clearest picture. They show the shifts in the percentiles of the distribution very clearly. If a TMC operators wants to know if actions being taken are useful (e.g., incident response, pricing, route guidance, travel time messages), they can monitor the CDF trends and see unequivocally how the travel times are changing and whether they are improving. And if something seems to be going awry on a given day, the CDF trend will show it. The TTI, PTI, and BI, are also useful in this regard, but they only indicate what is happening to the higher percentiles or the spread in the distribution, not the actual travel time or travel rate values.

In principle, the combined values of $\tau_{rms}$ and $\sigma_\tau$ should also be helpful, but visualizing the implications of the trends in Figure 4 or 5(b) is difficult. It is easy to see that $\tau_{rms}$ increases during the peak as does $\sigma_\tau$ but it is hard to visualize how the two trends combine except to say that the travel rates are higher and the spread is larger.

However, scatterplots of $\tau_{rms}$ and $\sigma_\tau$ can be enlightening. Assume that $\tau_{rms}$ is plotted against $\sigma_\tau$ and that the data points emerge with time. That is, each new set of probe observations produces a new point in the plot. (Or ex-post-facto, each data point represents a $(\tau_{rms}, \sigma_\tau)$ combination for some point in time.)
Figure 6 shows two of these scatterplots. The one on the left is for the NB direction. The one on the right is for the SB direction. To some degree, due to over-plotting, it is hard to see every trend present within the subplot; however, in general, high values of \((\tau_{rms}, \sigma_{\tau})\) correspond to peak flow conditions or incidents.

The data can be separated into two categories, one for conditions that are normal and one for those where there is a non-recurring event. A k-means clustering procedure [11] was used to bin the data into one of the six clusters. The details of how this binning was done can be found in a previous publication [10]. Each cluster represents an operating condition.

Figure 7 presents these results in four subplots. Subplots (a) & (b) are \((\tau_{rms}, \sigma_{\tau})\) plots for off-peak normal conditions I-5 NB and SB. As one might expect, the data points have low values of both \(\tau_{rms}\) and \(\sigma_{\tau}\). Subplots (c) and (d) are for peak traffic conditions. Again as would be expected based on the preceding figures, the data points in these subplots lie along lines where both \(\tau_{rms}\) and \(\sigma_{\tau}\) are increasing and decreasing. The data points in the top-right corner of plot (c) are likely to be due to a non-recurring event on link 11-10 that couldnt distinguish these points from the rest in that cluster. Otherwise, the trends in subplot (c) are similar to subplot (d).

There was an incident on March 15th around 14:30 on I-5 SB. A scatterplot of \((\tau_{rms}, \sigma_{\tau})\) combinations during this event are shown in Figure 8. The data points lie along a line having a positive slope.

A chronological plot of the \(\sigma_{\tau}\) values on all three segments are shown in Figure 9. It is interesting that the trends are different on the three segments. Our sense is that this shows the geometric conditions and traffic interactions are different on each of the segments.

This section presents frequency tables for the \((\tau_{rms}, \sigma_{\tau})\) combinations. We think these tables can be valuable in evaluating the reliability of a specific segment/route. Ex-post-facto, they provide a way to compare the reliability of one segment/route with that of the other. The unique reference key is the combination \((\tau_{rms}, \sigma_{\tau})\) and its frequency is the number of times (or percentage of times) that those combinations of reliability measures occurred.

Tables 1 and 2 represent \((\tau_{rms}, \sigma_{\tau})\) frequency tables for I-5 SB and NB respectively. Each of these tables has four sub-tables: one for each of the three links, and the other for the entire route. In the case of SB a threshold of \(\tau_{rms} \geq 5\) and \(\eta \geq 10\) deemed undesirable. These threshold bounds in the case of NB are \(\tau_{rms} \geq 4\) and \(\eta \geq 10\) and the records that satisfy these threshold conditions are highlighted in bold. Here \(\eta\) is the frequency corresponding to \((\tau_{rms}, \sigma_{\tau})\). Again, the chosen thresholds are just for the purposes of discussion. As one can notice, link 39-9 struggles to deliver reliable travel rates; and the source of unreliability in the SB direction is that link. On the other hand the travel rates in the NB direction are consistent.
VI. CONCLUSION

This paper has examined the merits of various metrics that can be used to monitor travel time reliability based on data from individual vehicles, both in real time and ex-post-facto. After several existing metrics are reviewed, a new pair of metrics is proposed: the root-mean-square travel rate $\tau_{rms}$ and the standard deviation $\sigma_{\tau}$. We assert that this pair of metrics provides a very useful way to monitor and analyze travel time reliability.

While popular metrics like the TTI, PTI, and BI, are clearly valuable, and they provide indications of whether the distribution of travel times is compact or spread out, they do not reveal information about how the lower percentiles of the travel rate (travel time) distribution change. And it seems to always be true that the lower percentiles increase when the higher percentiles increase. But not to the same degree, which is reflected in the fact that $\sigma_{\tau}$ also increases. The CDF trends do provide this information, and they are very useful, but for real-time monitoring they are somewhat cumbersome and can be only useful when examined in chronological sequence. The combinations $\tau_{rms}$ and $\sigma_{\tau}$ do provide this information. And they can be plotted in a two-dimensional space so that trends in distribution of the travel rates (travel times) can be understood easily.

Based on this analysis, the authors assert that $\tau_{rms}$ can be used effectively in conjunction with the standard deviation to monitor travel time reliability. Furthermore, frequency tables based on $(\tau_{rms}, \sigma_{\tau})$ can be useful in comparing the reliability of one segment/route with another; and such comparisons will make it straightforward to rank order projects intended to improve reliability.
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