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Robust Speech Repair

After locating and highlighting erronecus sectioms in
the recognizer hypothesis, misrecogntions are cor-
rected.
The spoken hypothesis correction mthod wes N-
Best lists for both the imtial utterance and the respo-
ensection. Te NBst list for the hi ghli ghted section
mtial utterance is rescored wing scores from
econdary utterance. Depending on the
[ists, mst msrecognitions can

s correction mthod requres
tted erroneos section. A

led sequence of 1et-

estrict the
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2. The Linguistic Feature labelerattaches features and
feature values (if applicable) to these chimks. Tere
1s a classifier for each feature, which findk zero or
> atome value. Sice there are many features,
my get none, oe or seweral pairs of
valwes. /& a feature normally
k lewel, the classifer is
r feature at a par-
preverts the
i 1g



Concept Based Speech Translation

The basic premse of the concept based approach
is that the structure of the information comveyed is
gel y independert, of the | anguage wed to encode 1t.
ries to mdel the informtion structures
. g the scheduling task, and the
resented through vords in
extersion of the
It



mtrix of the speech recognzer wed Hrst, phoretic
tramscriptiors for all appearances of each vord are gen-
rated by the hel pof a phorem recogrizer. Then, vari-
are irfrequent or vhi ch voul d 1ead to erro-
nfusabl e phoneras are el 1mmnated.
re retrained all owng for
Larts.
or adapt-
y



approach leads to 1nproved performance wth appro-
priate veighting of the output fromeach strategy.

ogni tion Ferfornance Anal ysis
seline JANG-2 recognizer can be described as

i1ng: IIAon mlscae forier spectrum
stic features (pover, silence)

7: DQ-2 o phometically tied

el s

frst pass, followed by
hrd vord hi-



mlly, ve report on effrts to detect erroncows

termoutput, and provi de 1 nberacti ve mathods to recover
msuch errors.

JANTS Overview
(llection

[1ection to establish a large database of spon
bo-hunan regotiation dial ogs in g

ed about 18 months ago.

ope, the 1 and

veral

Sys-
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