wasnowayto use (say)the vowels ofone ISMandt he
consonants of anotherI SMInamore flexibl e tuning-in
scheme,an 1ndividual speaker-m xture can be selected
for eachphoneme i ndependently, conceptione
to the speaker-adaptive
this appr



4. EXPERI MENTAL RESULTS

4. 1 CMU Alph Data

Mual t i-Speaker. The 3male and 3 female speakers
listedinTable 1l were usedtotrainandtest the four dif-
ferent architectures. The results (%correct, es

words, averaged over all 6 s
table 2. I



I MPROVED CONTI NUOUS RESULTS

Speaker Dependent (CMU Al phDat a) |
| 600/3000 train, 400/2000 test sentences/words

|
speaker | SPHINX[ 2] | MS- TDNN[ 2] \E. TDNN
[(mmt | 96.0 | 97.5 | 98.5 |
| mlbs | 83.9 | 89.7 | 91.1 |
| maem | | 94. 6 |
| fcaw | | | 98. 8 |
| figt | | | 86.9 |
| fee | | | 91.0 |
|Speaker Independent (Res Manag. Sp
| 109/11000 train, 11/900
| SPHI NX] 6]
| + Sen

‘ 88.7 ¢

Tabl e



MULTI-SPEAKER/SPEAKER- I NDEPENDENT ARCHI TECTURES FOR THE
MULTT - STATE TI ME DELAY NEURAL NETWORK

Hermann Hld and Al ex Wazi bel

School of Computer Science
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ABSTRACT

In this paper we present an improved Mul ti-State
Ti me Del ay Neur al Network (MS- TDNN) for speaker-
independent, connected letter recognition which ou
performs an HMMbased system (SPH
vious MS- TDNNs [ 2], anc
tectures



