
5. EXPERIMENTAL RESULTS

The experimental results were obtained with a strat-
egy using motion about the three camera axes for
visual tracking, motion along the three axes for singu-
larity/joint limit avoidance, and motion along the
camera’s optical axis (Z) for increasing spatial resolu-
tion and maintaining focus. Two features on the target
object were tracked so that the position and orienta-
tion of the object on the image plane could be main-
tained as the target moved, subject to the other sensor
placement criteria. The object being tracked moved
25cm in a direction parallel to the camera’s X axis.
Without sensor placement criteria, the depth of the
object should increase as illustrated by the dashed line
in Fig. 2. However, the spatial resolution constraint
causes the depth to actually decrease, until the
decreased focal measure causes the camera to
increase the depth in order to improve focus, as shown
in Fig. 3.Without sensor placement criteria affecting
depth and focus, the object would have become unfo-
cused after moving less than 10cm. Instead, object
motion of 25cm is successfully tracked.

Another criterion which, in this instance, causes the
depth to increase is the singularity/joint limit avoid-
ance criterion. Figure 4 shows that the manipulability
measure decreases due to camera translation caused
by the spatial resolution constraint. The decrease in
manipulability occurs because the second and third
joints of the Puma560 become nearly aligned, and the
first joint nears a joint limit.

6. CONCLUSION

The working region of a camera providing visual
feedback for robotic manipulation tasks can be signif-
icantly increased by combining visual tracking capa-
bilities with dynamic sensor placement criteria. The
controlled active vision paradigm provides a useful
framework for integrating different sensor placement
criteria into an eye-in-hand tracking system’s control
law. A system which accounts for focus, spatial reso-
lution, and manipulator configuration has been experi-
mentally verified. Future work will include a greater
number of dynamic sensor placement criteria in the
control law, such as field-of-view and occlusion
avoidance, and will allow the observed object to be
visually servoed by a second manipulator for auto-
matic assembly.
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Fig. 2. Depth of object from camera frame origin versus
distance object translates along X.
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3. DYNAMIC SENSOR PLACEMENT CRITERIA

Several different criteria can be used to influence
camera motion. This section presents three dynami-
cally determined sensor placement criteria, as well as
a technique for effectively integrating these criteria
into the visual tracking control law.

3.1. Measure of focus

Keeping features in focus is important to the success
of the SSD optical flow algorithm. Krotkov (1987)
investigated several techniques for measuring the
sharpness of focus. One problem with traditional
focus measures is that they are dependent on the scale
of the feature. When adjusting the focal ring, feature
size changes only slightly so scaling effects can be
ignored. However, in dynamic sensor placement strat-
egies, changing the depth by moving the camera is the
only way to bring a fixed focal length camera-lens
system into focus. This means that greater changes in
scale must be tolerated, and thus, traditional focal
measures prove inadequate. Because of this, a Fourier
transform based focal measure is used which analyzes
the high frequency content of the feature in the most
recent image to determine whether the object being
tracked is within the depth-of-field of the camera.

3.2. Spatial resolution

A spatial resolution constraint is necessary for ensur-
ing that parts being visually servoed by manipulators
can be brought near enough their goal so that final
mating can be successfully accomplished by force
control. To incorporate spatial resolution constraints
into the eye-in-hand system, it is assumed that maxi-
mum spatial resolution is always desired. Thus, the
depth of the object from the camera,Zo(k), is to be
minimized. It is also assumed that other sensor place-
ment criteria, such as focus or field-of-view, will keep
the depth from exceeding extreme values.

3.3. Manipulator configuration

A significant problem with eye-in-hand systems is the
avoidance of kinematic singularities and joint limits.
In Nelson and Khosla (1993), an efficient technique
for avoiding singularities and joint limits while visu-
ally tracking is presented. A manipulability measure
of the form

is used to avoid singularities along redundant or
unconstrained tracking axes. In (7),k is a user defined
constant,n is the number of joints,qi is theith joint
angle,qimin andqimax are the minimum and maximum
allowable joint values, respectively, for theith joint,
and J(q) is the Jacobian matrix of a non-redundant
manipulator. This measure is a modification of one
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proposed by Tsai (1986), which multiplies Yoshika-
wa’s (1985) measure of nearness to singularities by a
penalty function which indicates the distance to the
nearest joint limit.

3.4. Augmenting the controller objective function

An effective technique for introducing sensor place-
ment criteria into the eye-in-hand visual tracking con-
trol law is to include the placement measures in the
controller objective function. To include the measures
previously discussed, the objective function given by
(5) becomes

The control law is derived by minimizing the objec-
tive function with respect to the control input,u(k).
This results in a control law of the form

The terms representing the gradients of the focus
measurefm and manipulabilityw are positive semi-
definite, can be approximated numerically in order to
determine the current camera velocity which maxi-
mally increases their values. Relative weights are
placed on the different criteria functions byS, U, and
V. If the cartesian axes along which visual tracking
takes place are different from axes along which any
sensor placement criteria may influence, it is neces-
sary to slightly alterBF given in (2) in order to prop-
erly use this control law. The columns ofBF which
correspond to cartesian axes along which visual track-
ing should not occur are simply set to zero. This
inhibits visual tracking along these axes, but allows
the cost termuTRu to influence sensor motion along
non-tracking axes due to dynamic sensor placement
criteria. This also ensures that a six dimensional con-
trol input results from (9).

4. HARDWARE IMPLEMENTATION

The visual tracking algorithm described previously
has been implemented on a robotic assembly system
consisting of three Puma560’s called the Rapid
Assembly System. One of the Pumas has a Sony XC-
77RR camera mounted at its end-effector. The camera
is connected to an Innovision IDAS/150 Vision Sys-
tem. The Pumas are controlled from a VME bus with
two Ironics IV-3230 (68030 CPU) processors, an IV-
3220 (68020 CPU) which also communicates with a
trackball, a Mercury floating point processor, and a
Xycom parallel I/O board communicating with three
Lord force sensors mounted on the Pumas’ wrists. All
processors on the controller VME run the Chimera
real-time operating system (Stewart et al. 1993).
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2.1. Modeling

To model the 3-D visual tracking problem, a pinhole
model for the camera with a frame {C} placed at the
focal point of the lens is used, as shown in Fig. 1. A
feature on an object with coordinates (Xo,Yo,Zo) in the
camera frame projects onto the camera’s image plane
at (x,y). The manipulator holding the camera provides
camera motion by moving the camera frame along its
X,Y,Z axes. The eye-in-hand visual tracking system
can be written in state-space form as

where AF=I2, EF=TI2, xF(k)∈R2, dF(k)∈R2, and
u(k)∈R6. The matrixBF(k)∈R2x6 is

The vector xF(k)=[x(k) y(k)]T is the state vector,
u(k)=[ ]T is the vector represent-
ing possible control inputs, and dF(k) is the exoge-
nous deterministic disturbances vector due to the
feature’s optical flow induced by object motion. The
state vectorxF(k) is computed using the SSD algo-
rithm to be described in Section 2.3. In (2),f is the
focal length of the lens,sx and sy are the horizontal
and vertical dimensions of the pixels on the CCD
array, andT is the sampling period between images.
In order to simplify notation without any loss of gen-
erality, letk=kT. In addition, it is assumed thatZo>>f.
This assumption holds because the focal length of our
camera is 20mm, whileZo is larger than 500mm.

Depending on the constraints placed on target motion
and the objective of the visual tracking system, more
than one feature may be required in order to achieve
the system’s goals. For example, for full 3D tracking
in which it is desired to maintain a constant six degree
of freedom transformation between the camera and
the target, at least three features are required. To track
an object constrained to move with motion in three
dimensions, such as planar motion with rotations or
3D translational motion, at least two features are
needed. A generalized state equation for a variable
number of features can be written as

whereM is the number of features required,A=I2M,
E=TI2M, x(k)∈R2M, d(k)∈R2M, and u(k)∈Ri

(i∈{1,2,3,4,5,6}, the number of axes along which
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Fig. 1. The pinhole camera model.
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tracking occurs). The matrixB(k)∈R2Mxi is

The superscript (j) denotes each of the feature points
(j∈{1,2,...,M}). Thus, the size ofB is dependent on
the number of non-zero cartesian control inputs and
the number of features required, which the system
designer determines based on task requirements. The
vector x(k)=[x(1)(k) y(1)(k)... x(M)(k) y(M)(k)]T is the
new state vector, andd(k) is the new exogenous deter-
ministic disturbances vector.

2.2. Control

The control objective of an eye-in-hand visual track-
ing system is to control camera motion in order to
place the image plane coordinates of features on the
target at some desired position, despite object motion.
The desired image plane coordinates could be chang-
ing with time, or they could simply be the original
coordinates at which the features appear when track-
ing begins. The control strategy used to achieve the
control objective is based on the minimization of an
objective function at each time instant. The objective
function places a cost on differences in feature posi-
tions from desired positions, as well as a cost on pro-
viding control input, and is of the form

This expression is minimized with respect tou(k) to
obtain the following control law

The weighting matricesQ and R allow the user to
place more or less emphasis on the feature error and
the control input. Their selection effects the response
and stability of the tracking system. TheQ matrix
must be positive definite, andR must be positive
semi-definite for a bounded response. Although no
standard procedure exists for choosing the elements
of Q andR, general guidelines can be found in Papa-
nikolopouloset al. (1992).

2.3. Measurement of feature positions

The measurement of the motion of the features on the
image plane must be done continuously and quickly.
The method used to measure this motion is based on
optical flow techniques and is a modification of the
method proposed in Anandan (1987). This technique
is known as Sum-of-Squares-Differences (SSD) opti-
cal flow, and is based on the assumption that the inten-
sities around a feature point remain constant as that
point moves across the image plane. A more complete
description of the algorithm and its implementation
can be found in Papanikolopouloset al. (1992).
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Abstract. The working region of a camera providing visual feedback to guide manipulation tasks can be greatly extended if
the camera can move in real-time. Proper camera motion depends on several different criteria, such as object motion, maxi-
mum manipulator tracking speed, manipulator configuration, camera depth-of-field, field-of-view, spatial resolution, occlu-
sion avoidance, etc. In this paper, the controlled active vision framework is extended to include dynamically determined
sensor placement criteria. The criteria considered include focus, spatial resolution, and manipulator configuration, as well as
object motion. Experimental results are presented.
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1. INTRODUCTION

Visual feedback can complement force feedback in
imprecisely calibrated robotic workcells so that pre-
cise manipulation tasks can be successfully per-
formed. A useful technique for increasing the working
region of a camera providing this visual feedback is to
mount the camera on the end-effector of a manipula-
tor. The manipulator holding the camera becomes an
eye-in-hand system, and control issues associated
with these types of visual servoing systems must be
addressed. In addition to eye-in-hand control issues,
the placement of the camera in the work cell must be
considered. Assuming a camera with a fixed focal
length lens is used, the eye-in-hand system can be
used to move the camera closer to the assembly task
being performed in order to increase the spatial reso-
lution of the sensor such that the static visual servoing
algorithm can servo on the object to a sufficient accu-
racy. Another benefit of moving the camera is to
change the viewing direction with which the camera
observes the object so that the spatial resolution in
directions formerly along the optical axis is increased.
However, the object being tracked must remain in
focus and within the field-of-view of the camera.
When servoing a camera mounted at a manipulator’s
end-effector, it is also important that the manipulator
holding the camera maintains a “good” configuration
far enough from kinematic singularities so that
manipulator cartesian control algorithms are properly
conditioned.

In the past, camera placement has been determined by
considering such criteria as occlusions, field-of-view,
depth-of-field, and/or camera spatial resolution

(Cowan and Bergman, 1989; Tarabaniset al., 1991;
Yi et al., 1990). In none of these cases, however, is the
camera actually servoed based on visual data. For
dynamically changing manipulation tasks, the camera
must move in real-time, so the placement of the cam-
era must be determined quickly, therefore, visual
tracking algorithms can be effectively applied. The
configuration of the manipulator must also be taken
into account in the control strategy, unless the work-
ing region of the workcell can be severely con-
strained.

The controlled active vision paradigm (Papanikolo-
pouloset al., 1991) is a useful framework for incorpo-
rating sensor placement criteria like those previously
mentioned into an eye-in-hand robotic system. In this
paper, the controlled active vision framework will
first be used to derive a system model and controller
for an eye-in-hand system. Some dynamically deter-
mined sensor placement criteria will be presented, and
it will then be shown how the control objective func-
tion can be augmented in order to introduce these var-
ious sensor placement criteria into the visual tracking
control law. A brief description of the experimental
system and presentation of experimental results com-
plete the paper.

2. MODELING AND CONTROL

The controlled active vision framework is used to
model the eye-in-hand system (Papanikolopouloset
al. 1991). In formulating the visual tracking model, a
full 3D tracking model is created so that less complex
tracking strategies can be more easily compared.


