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Fig. 8. Full-speed trajectory using N = 0.95 estimation of DB-'. 1024 x

1024 pixels. Coordinate axes labeled in meters.

DISCUSSION

Although the implementation of the adaptive transformation
consumes somewhat more arithmetic operations (31 multiply opera-
tions and 24 adds with no trigonometric function evaluation) than the
inverse Jacobian (ten multiplies, five adds. five trigonometric
functions), it has at least two advantages. The inverse Jacobian does
not need to be derived. Furthermore, the direct estimation of inverse
kinematics bypasses all need for accurate knowledge of the physical
dimensions of the arm. Changes from one arm to another due to
tolerances or resulting from the deformation of stressed flexible links
will automatically be incorporated into the kinematic estimation.

It was found that the accuracy of the adaptive system depended
critically on the value chosen for A (the forgetting factor) on the speed
with which the target trajectory was traversed, and on the level of
observation noise. The forgetting factor must be sufficiently less than
unity to ensure that the set of observations used in estimating the
inverse Jacobian was located within a region sufficiently small to
allow linear approximation. At a fixed sampling rate, a low target
velocity implies a large number of samples within a given region and
a higher value of A.

Lower values of the forgetting factor lead to unsatisfactory
parameter estimation when pixel noise is present. Thus in any
situation, the correct value of A will involve a tradeoff between the
speed of operation and endpoint sensor accuracy.

To obtain endpoint position data, a vision system or other endpoint
sensor would be required. The results have indicated that a resolution
of 1024 x 1024 is sufficient if the manipulator is to be observed over
its whole range of motion. Note that the quantization is over a4 m X
4 m grid representing the working region of the robot. In some
applications only a restricted workspace may be necessary.

In situations where accurate endpoint measurements are available,
the best linear estimates of the kinematic transformations are obtained
using the forward estimation procedure. Although the inverse
estimator is less satisfactory in approximating the nonlinear parame-
ters when no noise is acting, its superior performance with pixel noise
present is likely to make this the more practical technique.

The example used here to demonstrate the method involves only
two degrees of freedom; however, the extension to the three-
dimensional case involves no new concepts. If the normal six degrees
of freedom are partitioned into two sets of three, the first set locating
the endpoint in three-space and the second set defining wrist
orientation, then two 3 X 3 Jacobians are involved. The nine entries
of each Jacobian are identified using observations of incremental
changes in the workspace coordinates as a result of incremental
changes in the three joint angle coordinates.
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It should also be noted that there is a rich literature of least squares
algorithms designed to introduce numerical stability in awkward
cases. The work described here could routinely be extended to
incorporate methods such as UDU factorization.
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1. INTRODUCTION

Vision systems are essential for automating tasks such as object
recognition, part manipulation, inspection, and measurement. All
vision systems are limited by the quality of images they acquire, so
choices of cameras and illumination sources generally are made with
great care. To make these decisions easier, we present an agile stereo
camera system developed as a flexible image acquisition device to
automatically procure a steady stream of high-quality images of a
wide variety of scenes.

Typical camera systems used in computer vision and robotics
applications have fixed optical and position parameters which must be
laboriously tuned for different viewing conditions and/or different
scenes. Here we will briefly review some of these systems.

The ‘‘hand-eye’” system developed at Stanford University [11]
consists of a pan/tilt head, a lens turret for controlling focal length,
color and neutral-density filters mounted on a ‘‘filter wheel,”” and a
vidicon camera whose sensitivity is programmable. This system is
limited in processing and I/O bandwidth (it used a PDP-6), and in
resolution (four bits), and has only one camera. Moravec’s [8]
“slider stereo™ system allows a single camera to translate along an
axis on a mobile vehicle.

POPEYE is a grey-level vision system developed at Carnegie—
Mellon University [1]. It is a loosely coupled multiprocessor system
with a 68000 microprocessor, a frame grabber and buffer, an array
processor, dedicated image preprocessing units, and a programmable
transform processor. Image positioning is achieved with a pan/tilt
head and motorized zoom/focus lens. Altogether, this is a very
powerful and flexible system although it has only one camera and is
not capable of translational movements.

The WABOT robot system [9], developed at Waseda University in
Japan, has two cameras with computer-controlled focal length and
scan line selection. The cameras rotate with the robot’s trunk (pan)
and within the trunk (vergence). It is difficult to determine from the
paper what functions actually have been implemented and tested.

Kuno ef al. {6] report an innovative stereo camera system whose
interocular distance, yaw, and tilt are computer controlled. The
cameras are mounted on a specially designed linkage; the distance
between them may vary from 10 to 40 cm. With variable interocular
distance a certain flexibility in processing is achieved: the larger the
distance, the more precisely disparity information from stereo can be
converted to absolute distance information; the smaller the distance,
the easier the solution to the correspondence problem. It is not
apparent from the paper how this flexibility is to be exploited, nor
how the three degrees of freedom will be controlled.

Montagu and Pelsue [7] document a camera system with a variable
focal length lens. Mirrors mounted on an X-Y deflector, two
galvanometer scanners in an orthogonal configuration allow the
camera to pan and tilt up to +25°.

While these are important contributions, none provides the full
flexibility of many primitive biological systems, and none approaches
the abilities of the human oculomotor plant. In particular, there
appear to have been no attempts to design and build camera systems
with the kinematic and functional capabilities of the human head and
neck.

In this communication we present a far more flexible camera
system than those reported in the literature. First we describe the
design and construction of the camera system hardware. Then we
discuss the design, implementation, and performance of the hardware
and software controlling each of the devices. Finally, we review
some examples of how the camera system currently is employed and
conclude with a critical discussion of the overall system.

II. CAMERA SYSTEM HARDWARE

The photograph in Fig. 1 illustrates the hardware configuration of
the camera system, which is actuated by eleven servomotors: five
adjust the position and orientation of the two cameras, and six adjust
the optical parameters of the two lenses. In addition, special-purpose
hardware illuminates ten independent lamps under computer control.
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(b)
Fig. 2. Positioning mechanisms. Figure schematically illustrates two cam-
eras mounted inside stationary gantry. They are able to translate horizon-
tally and vertically and rotate by panning and tilting.

In this section we discuss in detail the positioning mechanisms, the
stereo cameras, the motorized lenses, and the lighting system.

A. Positioning Mechanisms

To acquire useful images of a large variety of scenes, the cameras
must be agile enough to see different objects, which may be partially
or completely occluded. To achieve this agility, we mount the
cameras on a neck-like mechanism which has five degrees of
freedom. Four of these are provided by the camera platform and one
by the vergence platform.

Fig. 2 schematically illustrates the camera platform mechanisms.
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SLDE

¥ig. 3. Vergence mechanism, which allows cameras to rotate toward or away from each other, effecting convergent and divergent
eye movements.

A heavy steel gantry supports the platform, affording four degrees of
positioning freedom: two translations and two rotations. Each of the
four axes is actuated by an ac servomotor driving a gear mechanism.
The horizontal and vertical axes’ gears drive a split-band pulley
actuator to translate the platform. To compensate gravity, the vertical
axis has a constant force spring which in practice suffers from
problems of *‘sticktion’” and spring nonlinearities. The pan and tilt
motors drive gears rigidly attached to the platform to rotate it. The
following joint actuation is possible:

¢ translation x(0 < x < 36.8 cm);

¢ translation y(0 < y < 25.4 cm);

® pan (yaw) rotation by «(0 < o < 55°);
e tilt (pitch) rotation by B(0 < 8 =< 49°);
® noroll (p = 0).

Four wire-wound potentiometers mounted on shafts driven by spur
gears scnse the position of the platform within the gantry.

Fig. 3 diagrams the mechanical design of the vergence platform,
which allows the cameras to rotate toward or away from each other,
delimiting the field of view common to the two cameras. Each camera
is mounted on a separate aluminum plate, which rotates on aluminum
pivots riding on Teflon blocks mounted at the front and back ends of
the base plate. The distance between the pivots is fixed at 12.8 cm. To
rotate the cameras, an appropriate motion of the motor is needed:
clockwise movement of the screw causes convergence, and counter-
clockwise movement causes divergence. Movement of the screw
drives a threaded block riding in a dovetail slot on the base plate.
Bearings mounted on this block roll along guides attached to the
camera plates, spreading the rear of the camera plates. A spring holds
the rear ends of the camera plates together, resulting in positive
response to any motor movement and very little backlash.

The kinematics of the vergence platform allow rotation around
each pivot by (- 1.0 < y < 5.5°). The rotations are coupled and
their magnitudes are antisymmetric. This pair of rotations is called a
vergence and may be either convergent or divergent. The cameras
can converge approximately 5.5° and diverge approximately 1.0°.
The incremental camera rotation Ay ranges from 0.04° to 0.08° per
motor turn, depending upon the position in the curved bearing guides.
A conservative estimate of the total positioning error is on the order

tilt

J
Fig. 4. Kinematics of human head and neck. Kinematically, camera system
resembles human head and neck, which effect rotations around i, j, and k,
but do not allow significant translations. Camera system does not allow
rotations around { (roll) but does allow translations along j and k axes.

of +0.02°; in practice, there is less error, especially for small
movements of the screw.

Kinematically the camera system is similar to the human head and
neck. Referring to the coordinate system in Fig. 4, the neck muscles
and skeleton allow rotations around k (pan, yaw), around j (tilt,
pitch), and around i (roll). The upper spine does not permit
significant translations in any direction, which are generally accom-
plished by actuation of the shoulder and waist joints, and by
locomotion. The camera platform does not allow roll, but does allow
translations along the j and k axes. In a young person, the eye
muscles can rotate the eyes from the primary position about 45° to
50° to left, right, and downwards, and about 40° to 45° upwards (2,
p. 191]; the camera platform is slightly more restricted in these
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TABLE I
LENS SPECIFICATIONS

Ttem Lens Attribute

1 in (C type)

i mount

2 focal length f 17.5-105 mm
3 minimum focusing distance 1.3 m

4 aperture ratio ( f#) 1.8

5 minimum aperture 1 mm

6 maximum aperture 58 mm

7 C-mount to image plane 20.01 mm
8 mass (approx.) 0.5 kg

9 diagonal field angle 7.8-44.7°
10 horizontal field angle 4.8-28.2°
11 vertical field angle 6.2-36.1°
12 exit pupil position —420 mm

13 magnification 1-6 X

Items 1-4, 7, and 9-13 and FUJINON specifications.

Items 5 and 6 were computed from a = f/f#.

In items 10-12 the field angle of the lens is not identical to the field angle of
the photodetectors, which cover a smaller active optical area. The field angle
o is computed as & = 2 arctan (D/2f) for D, a linear dimension of the CCD
chip.

rotations. In addition, the vergence platform allows a coupled
rotation around k, converging and diverging, similar to forward-
directed human vergence movements. In all, the camera system has
two more translational and one less rotational degree of freedom than
the human neck.

B. Stereo Cameras

To determine visually the distances of unknown objects, informa-
tion from at least two different viewpoints (characterized by the
sensor position, orientation, and/or optical parameters) is necessary.
We choose to mount two cameras (Fairchild CCD222) on the
platform. Video amplifiers and clock circuitry (Fairchild CCD3000)
read the video signals from the CCD chips. A real-time digitizer and
frame buffer (Ikonas RDS3000) acquires 488 X 380 8-bit image data
from each of the two channels of video. All video signals are 1-V
peak-to-peak RS-170 compatible with external sync.

C. Motorized Lenses

To operate under a wide variety of illuminations, object reflec-
tances, and object distances, the camera lenses must be easily
adjustable. For different lighting conditions, the aperture must be
able to change its diameter. To accommodate various object distances
and image resolution requirements, the lens must be able to change its
magnification (focal length, zoom). Of course, the images must be
sharply focused, so the lenses must have adjustable focusing
distances.

Table I summarizes the lens specifications of the two motorized
lenses (FUJINON C6 X 17.5B). Attached to each zoom, focus, and
aperture ring are variable-speed dc servomotors and optical shaft
encoders; a total of six servomotors and six encoders are mounted in
the cameras.

D. Lights

Different objects have very different reflectance properties, so
flexible control of the scene illumination is crucial. Our approach is
to use a large number of illumination sources with independent
intensity control. To accomplish this, an 8085 microprocessor drives
10 ac outlets connected to lamps. Input is provided through an RS-
232 line. The power output is varied by changing the duty cycle
through optocouplers and power triacs.

1II. DEVICE CONTROLLERS

Special-purpose devices control the camera platform, the lenses,
and the lights. These device controllers are microprocessor systems,

HOST
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L
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Fig. 5. Platform controller, based on 8085 microprocessor performing three
tasks: communicating with host processor, running control algorithms, and
actuating four ac servomotors that position and orient cameras.

conceptually located between a host processor and the actuation and
sensing devices. The host processor (a VAX 11/750 running
ULTRIX) is used to develop software and to download commands.
The microprocessor is responsible for handling all interactions with
the host, and controlling the platform motion, lens parameters, and
lights’ intensities.

A. Camera Platform Controller

Fig. 5 provides an overview of the camera platform controller
[10], which is based on an 8085 microprocessor performing three
tasks: communicating with the host processor, running control
algorithms, and actuating the four ac servomotors.

Communication with the host takes place over a serial line. A
monitor based on a shift-reduce parser receives commands from the
host (or directly from a terminal) and translates them into read and
write commands to memory-mapped analog motor driver boards.
The monitor is interrupt driven for high performance and table driven
for generality and flexibility.

The low-level control scheme is from the pd regime. The
difference between measured and desired positions (position error) is
computed. From a history of past positions, a velocity is calculated
(not measured, since there are no tachometers). An initial drive signal
is computed by using the position error as an index into a drive signal
table. If the position error is large, then this value becomes the final
drive signal. If the position error is small, then we avoid overshoot by
ensuring that the velocity is not too large by retrieving a velocity
damping value from a table using the velocity as the index. The final
drive signal is the sum of the initial drive signal and the looked-up
damping value. For generality, each motor has its own table of
driving signals.

The phase difference between two ac currents, the reference and
drive signals, determines the ac servomotor speed. The reference
signal always is applied to every motor; the drive signal is only sent
when it is desired to move a motor. The microprocessor actuates a
servomotor by writing to 2 motor-driver board, which converts the
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Fig. 6.

Lens controller, which consists of 88/25 single board computer, seven motor driver boards, interface board, and front panel

of switches. It adjusts focal lengths, focusing distances, aperture diameters, and vergence angle of two cameras.

written value into a drive signal, stepped up by a transformer to the
proper voltage, and then applied to the servomotor. Wire-wound
potentiometers measure the joint position. The potentiometer output
is sent to an 8-bit A/D converter, whose output the microprocessor
then reads.

Using this control scheme, the horizontal and vertical axes have
position errors of approximately 2.5 mm, while pan and tilt have
angular position errors of less than 1° [10]. This accuracy is
acceptable for many applications.

B. Lens Controller

The lens controller adjusts the focal lengths, focusing distances,
aperture diameters, and vergence angle between the cameras. As
shown in Fig. 6, the controller consists of an 88/25 single board
computer (whose CPU is an 8088), seven motor-driver boards, an
interface board, and a front panel of switches. Like the platform
controller, the lens controller has three main duties: communication,
control, and actuation.

The lens controller has two RS-232 serial lines for communication.
One line communicates with either a host processor or human
operator via a terminal. The data received from the host port are input
to a command interpreter, which is based on a deterministic finite
automaton. The other serial line is a diagnostic port, to which host
input, calibration, and error messages are sent.

The controller has two modes, on line and local, selected by a
switch on the front panel. When the lens controller is on line, all host
input is processed as described earlier. Once in local mode, all host
input is ignored, and the controller listens to the front panel switches
controlling the focus, zoom, aperture, and vergence motors. For
precise manual control there is also a speed switch with settings for
slow, medium, and fast. An interactive debugger allows one to drive
any of the motors, to check a motor’s position, to clear a motor’s
position counter, and to (re)compute all of the motors’ control
parameters.

The low-level control scheme uses a table lookup implementation
of proportional control. Each motor has its own error class and drive
tables which are used to compute a drive signal. The error class table
maps position errors onto 16 error classes which are used as an index

into the drive table to determine the final drive signal. The error class
and drive tables are loaded based on motor profiling information
obtained from the calibration and debugger routines. For flexibility,
these tables can be changed on the fly from the host.

Each of the seven motor-driver boards actuates a dc servomotor. A
motor is moved by writing a byte to a register on the appropriate
motor board. This number is interpreted as the seven low bits
representing the number’s magnitude, while the eighth bit determines
the sign. The board then sends a pulsewidth-modulated drive signal to
the motor. The width of the driving pulse is proportional to the
magnitude of the number sent, and the sign bit determines the polarity
of the signal. The motor board also keeps a 16-bit count of the motor
position. Every time the motor turns, a signal is generated that either
increments or decrements the position register, depending upon the
direction of motor revolution.

C. Light Controller

The light controller has two main duties: communication with the
host and actuation of the lamps through ac power circuitry. No
““intelligent™” control is necessary.

The input data are a stream of byte pairs. The first byte of each pair
signifies the channel to be adjusted. The second byte represents one
of 50 possible intensity values. The controller accepts data at 9600
Bd, but it can only process 100 commands per second. However, the
controller can buffer 50 commands internally so that the 100
commands per second limit only has to be followed within a deviation
of 50 commands. This imposes no practical limits on the experi-
menter since it is difficult to imagine a scenario requiring strobe
lights.

IV. DISCUSSION

The camera system provides a very flexible image acquisition
device. Although primitive in many respects, it affords sensing
capabilities which many animals lack, as the following comparison
suggests. Attached immediately behind the eyeballs of most animals
are muscles. Though all vertebrates have six muscles per eye, they
use them to perform rather different eye movement. Amphibians
generally do not move their eyes. Fish and reptiles do move them, but
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move each eye independently in most circumstances. Birds may move
their eyes a little, but generally lack room in their skull for such
movements. They do scan their surroundings, shifting their foveas
about, but they must do this by turning their heads rather than their
eyes. Mammals alone among vertebrates move their two eyes
together to look in the same direction. While other mammals show
less eye movement than the higher primates with their distinct foveas,
they generally attempt to use their binocular vision, bringing both
eyes to bear on the same object. In any case, they are unable to move
the two eyes independently. Therefore, by these comparisons the
camera system can be considered to be fairly advanced, and in this
section we illustrate the benefits of its flexibility by describing some
of its uses (see also [3]).

An experimenter can operate the camera system with varying
levels of sophistication. The most direct method of setting the seven
lens controller parameters is the front panel of manual switches. A
less direct method involves interactively entering commands with
numeric parameters to the host processor, which parses the input and
commands the appropriate device controller to actuate the motors or
lamps. Programmed function keys on terminals allow commonly
performed operations to be executed with a single keystroke. The
most sophisticated mode of operation is fully automatic, where the
camera system—autonomously, dynamically, and adaptively—exe-
cutes tasks with no intervention by the experimenter.

As an example of the last mode of operation, we have implemented
a completely autonomous ‘‘wake-up’’ procedure to dynamically
adjust the aperture diameters and lamp intensities so that the image
contrast is as sharp as possible. Thus because of the variable aperture
size and programmable lights, it is always possible to capture high-
contrast images. Other examples of autonomous operation are
described by Krotkov [4].

Since the platform is mobile within the gantry, it is possible to
acquire images from a wide range of viewpoints. This is useful for
tracking objects moving out of the current field of view and for
viewing objects which are occluded from certain viewpoints. The
ability to ‘‘take another look’”’ is also useful for verifying information
derived from other viewpoints. As an example, consider applying the
camera system to the task of visually guiding a robot gripper moving
through a crowded environment. The agility of the cameras makes
possible dynamic repositioning to overcome occlusion of the gripper
and redundant position estimation over time.

The adjustable focusing distance makes it possible to acquire
sharply focused images for many scenes under a wide variety of
viewing conditions. The quality of focus in an image or image region
significantly affects the results of many vision algorithms, and sharp
detail is quite important for analyzing textures, detecting edges, and
stereo matching. Focus can also be a depth cue, and with an
adjustable focusing distance it is possible to compute range from
focusing [5].

The zoom lenses accommodate both a large range of object
distances and a spectrum of features and textures. We can take
advantage of the variable focal lengths by using a small magnification
to identify regions of interest, and a greater magnification for detailed
processing of interesting regions. We now employ this approach for
automatic focusing: identifying interesting regions at low resolution
and then zooming in for fine focusing.

The vergence mechanism allows control over the disparity objects
at any distance and defines the common field of view of the two
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cameras. Both of these properties add constraints which can be used
advantageously in solutions to the correspondence problem faced by
stereo algorithms.

These uses of the camera system clearly demonstrate its virtues,
but it has equally clear limitations. It was built at a low cost, largely
from surplus equipment and spare parts. As a consequence, some of
its components could be more precise and reliable. As an example of
the former, we find that the 8-bit resolution of the four platform
potentiometers is insufficient for highly accurate platform position-
ing. As an example of the latter, we find that the ac servomotors
slightly change their operating characteristics as they heat up due to
the constant presence of the 110-V reference signal. In the future we
plan to replace the entire ac system with a dc system modeled on the
lens controller.

In summary, we have presented a camera system designed and
built as a flexible image acquisition device for computer vision and
robotics research and applications. We described the physical camera
system, the device controllers, and the control algorithms. It has
proven to be a useful tool, and in the future we expect to employ its
versatility as a valuable resource in our computer vision and robotics
research.
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