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Abstract
In this paper, we present a real-time pedestrian

detection system that uses a pair of moving cam-
eras to detect both stationary and moving pedestrians
in crowded environments. This is achieved through
stereo-based segmentation and neural network-based
recognition. Stereo-based segmentation allows us to
extract objects from a changing background; neural
network-based recognition allows us to identify pedes-
trians in various poses, shapes, sizes, clothing, occlu-
sion status. The experiments on a large number of ur-
ban street scenes demonstrate the feasibility of the ap-
proach in terms of pedestrian detection rate and frame
processing rate.

1 Introduction
Object detection and pedestrian recognition is es-

sential to avoid dangerous tra�c situations. In a
driver assistance system for warning the driver of po-
tential collision with nearby objects|especially pedes-
trians, we have to accomplish the following two tasks
in real time. The �rst is to separate foreground ob-
jects from the background; the second is to distin-
guish pedestrians from other objects in order to pro-
tect pedestrians in danger. The �rst task is a segmen-
tation procedure, the second one a recognition proce-
dure.

In this paper, we employ a video-rate stereo sys-
tem [17] to provide range information for object de-
tection and pedestrian recognition. Using stereo to
guide pedestrian detection carries with it some dis-
tinct advantages over conventional techniques. First,
it allows explicit occlusion analysis and is robust to il-
lumination changes. Second, the real size of an object
derived from the disparity map provides a more ac-
curate classi�cation metric than the image size of the
object. Third, using stereo cameras can detect both
stationary and moving objects. Fourth, computation
time is signi�cantly reduced by performing recognition
where objects are detected; it is less likely to detect
background area as pedestrian since detection is bi-
ased toward areas where objects are detected.

Neural networks have been successfully applied to
many real-time intelligent vehicle systems [11, 12, 13].
In our system a neural network trained with the back-
propagation algorithm is used to discriminate pedes-
trians from other objects. Unlike similar systems

[1, 12, 13] which are limited to detecting walking peo-
ple, our system uses shape features instead of motions
cues to detect both moving and stationary pedestri-
ans. Since neural networks can express highly non-
linear decision surfaces, they are especially appropri-
ate to classify objects presenting high degree of shape
variability. In this system, the trained neural net-
work implicitly represents the appearance of pedes-
trians in various poses, postures, sizes, clothing, and
occlusion situations; it performs pedestrian detection
in real time. The experiments on a large number of
urban street scenes demonstrate the feasibility of the
approach in terms of recognition rate and frame pro-
cessing rate.

This paper is organized as follows. Section 2 de-
scribes the related work on pedestrian detection. Sec-
tion 3 presents the stereo guided object detection al-
gorithm. The neural network based pedestrian recog-
nition is presented in Section 4. Section 5 gives the
experimental results, followed by a summary and con-
clusions in Section 6.

2 Related Work
Most human tracking and motion analysis systems

[1, 7, 8] employ a simple segmentation procedure such
as background subtraction or temporal di�erencing to
detect pedestrians. A serious problem with these ap-
proaches is the dynamic background caused by illu-
mination changes or background (or camera) motion.
Some techniques such as P�nder [2],W 4 [3], and path
clustering [6], have been developed to compensate for
small, or gradual changes in the scene or the light-
ing. However, they cannot deal with large, sudden
changes in the background. Although optical 
ow [9]
can be used to detect independently moving targets
in the presence of camera motion, it is not feasible
for non-rigid object extraction since the movements
of the body parts are di�erent. Above all, a common
drawback with the above approaches is the assumption
that all detected objects are pedestrians; this limits
the generalization and application of these schemes.

More sophisticated pedestrian detection techniques
include a recognition step to discriminate pedestri-
ans from other objects. These techniques can be
classi�ed into motion-based, shape-based, and multi-
cue-based methods. Most motion-based approaches
[13, 24, 25, 26] use rhythmic features or motion pat-
terns unique to human beings for pedestrian detec-



tion. However, there are several limitations with these
schemes. First, the pedestrian's feet or legs should
be visible in order to extract the rhythmic features.
Second, the recognition procedure requires a sequence
of images, which delays the identi�cation until sev-
eral frames later and increases the processing time.
Third, the procedure cannot detect stationary pedes-
trians and pedestrians performing unconstrained and
complex movement such as wandering around, turn-
ing, jumping, etc.

On the other hand, the shape-based approach re-
lies on shape features to recognize pedestrians. Thus,
this approach can detect both moving and stationary
pedestrians from a single image. The primary dif-
�culty in this approach is accommodating the wide
range of variations in pedestrian appearance due to
pose, non-rigid motion, lighting, clothing, occlusion,
etc. [7, 8] use hand-crafted human models to detect
pedestrians. An advantage of these methods is that
they can analyze the motion of each body part; the
disadvantage is that the segmentation of body parts
is very di�cult and even impossible in some situa-
tions. Lipton [23] depends on a dispersedness de�ned
as the ratio perimeter2=area to classify human and
vehicle. This classi�cation metric is easy to calculate,
but fails to distinguish humans fromother objects with
similar dispersedness and tends to misclassify pedes-
trians walking together as a vehicle. Papageorgious
and Poggio [16] present a more robust pedestrian de-
tection system based on wavelet analysis and the sup-
port vector machine (SVM) technique. However, the
system has to search the whole image at multi-scales
for pedestrians. This would be an extremely compu-
tationally expensive procedure, and it may cause mul-
tiple responses from a single pedestrian.

To increase reliability, some systems [10, 22] inte-
grate multiple cues such as stereo, skin color, face,
shape pattern to detect pedestrians. However, skin
color is very sensitive to illumination changes [10];
face detection can identify only pedestrians facing the
camera. These systems [10, 22] prove that stereo and
shape are more reliable and helpful cues than color
and face detection in general situations.

3 Stereo Guided Object Detection
Our driver warning system is equipped with a

stereo-based object detection module that detects
foreground objects in real-time. In the following sub-
sections we �rst describe stereo analysis, then explain
the range image segmentation for object detection.

3.1 Stereo Analysis
Real-time stereo systems [17, 19, 20, 21] have re-

cently been available and applied to people detection
[22, 18, 10]. Among these systems, we chose the Small
Vision System (SVS) developed by SRI [17] to perform
stereo analysis, because the SVS can run at video rates
on a standard PC without specialized hardware. The
SVS has the following four features. First, it com-
putes a dense disparity map using area correlation af-
ter a Laplacian of Gaussian transform. Second, the
disparity value can be searched at various disparity
levels, e.g., 16, 24, or 32 pixels. Third, the SVS per-
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Figure 1: (a) the left image from stereo cameras (b)
the disparity map (c) the segmentation result (d) the
detected objects marked by boxes

forms post�ltering with an interest operator, and a
left- right consistency check. Fourth, the SVS does 4x
range interpolation.

Fig. 1(b) shows a typical disparity image pro-
duced by the SVS. Higher disparities (close objects)
are brighter. There are 64 possible levels of disparity;
disparity 0 (black areas) are regions where the range
data is rejected by the post-processor interest operator
due to insu�cient texture.

3.2 Range Image Segmentation for Ob-
ject Detection

Range information is a powerful cue for fore-
ground/background segmentation. Compared with
the intensity-based approach, range-based segmenta-
tion is less a�ected by light conditions, shadows and
occlusion; compared with the 3D-based approach, it is
less expensive computationally and suitable for real-
time implementation. Most stereo-based segmenta-
tion algorithms [22, 18] assume a static background
and a pair of stationary cameras, so they do not work
properly with a changing scene.

In contrast, our segmentation and grouping tech-
nique requires no prior background model. The algo-
rithm proceeds in several stages of processing as ex-
plained below. We �rst eliminate background objects
from the disparity image by range thresholding. We
then employ a morphological closing operator to re-
move the noise and to smooth the foreground regions.
Then, a connected-component grouping operator is
applied to �nd the foreground regions with smoothly
varying range. Finally, small regions are eliminated
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Figure 2: (a) The pedestrian is segmented into sev-
eral parts as indicated by the black bounding boxes.
(b) These parts are correctly grouped into a single one
(indicated by the thick black box) through the hypoth-
esis and veri�cation procedure. (c) Two pedestrians
are merged into a single one. (d) The pedestrians are
correctly separated and identi�ed.

through size thresholding. Fig. 1(c) illustrates the
segmentation result on Fig. 1(a). From this result
we can see that the overlapped objects are success-
fully separated due to their di�erent distances from
the cameras.

The segmentation step provides a rough estimate
of the object position and size. Subsequently, a 2D
box (shown in Fig. 1(d)) is �tted to each segmented
region as an indication of an object. Then, all de-
tected objects are fed into the trained neural network
for pedestrian identi�cation, which is presented in Sec-
tion 4.

3.3 Postprocessing of the Object Detec-
tion Results

The major problem with the above object detection
procedure is that each segmented region does not nec-
essarily correspond to a single object. Due to noise,
insu�cient texture, and the limited pixel and range
resolutions of a disparity map, a single object would
be divided into multiple parts (e.g., Fig. 2(a)), while
objects close to each other may be merged into a single
one (e.g., Fig. 2(c)). [5] depends upon simple human
size and motion cues to determine the correspondence
between regions and pedestrians. In this system, we
rely on spatial and shape information to achieve the
same goal. Since we can derive the real size of an ob-
ject from stereo analysis, our approach is much more

reliable than that of [5].
This is a hypothesis and veri�cation procedure. For

small regions that are close to each other and have sim-
ilar disparity values, they are temporally grouped into
a single region. If the grouped region does not exceeds
the size range of a normal person and can be classi�ed
as a pedestrian, then the grouping is con�rmed, oth-
erwise the small regions remain split. For a big region
that exceeds the size range of a normal person, we use
a window of a normal human size to search the whole
region for pedestrians. If a subregion is identi�ed as a
pedestrian, it is separated from the original region; if
no pedestrian is detected, the big region remains un-
changed. Note that the veri�cation is postponed after
the pedestrian detection procedure. Fig. (b) and (d)
show that the above procedure can correctly group re-
gions belonging to a single object and split a region
containing multiple objects.

4 Neural Network Based Pedestrian
Recognition

In this paper a neural network approach is intro-
duced which can be trained for di�erent kind of scenes
and can deal with noisy data robustly. In the following
subsections we will describe the neural network input
processing, training, and classi�cation in details.

 Hidden
 units
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Figure 3: the architecture of the neural network

4.1 Preprocessing of the Input data
The design of the input data to the neural network

is important; it directly a�ects the performance of the
network. Our goal is to make the input data maintain
the shape information for recognition while be reduced
to a manageable amount.

An intensity image is often used as input in many
neural network-based systems such as face detection
[14] and autonomous vehicle steering [11]. However,
image intensity is not appropriate to encode the con-
sistent shape information of pedestrian since pedestri-
ans present a much higher degree of variability in color
and texture than human faces and road surfaces. The
silhouette extracted from the segmented region is in-
variant to color and texture changes. However, range
segmentation does not always provide useful silhou-
ettes when severe noise or occlusion exists. An alter-
native choice is edge image, but the edge detection re-
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Figure 4: the ROC curve as a function of the threshold
of the neural network output

sult is greatly in
uenced by the heuristic thresholding.
In this system, we employ the intensity gradient image
(as shown in Fig. 3) to encode the shape information
of an object, because it has the same advantage as an
edge image while it avoids the thresholding problem.

Each segmented region is normalized to a �xed
30x65 window. The gradient values ranging from 0
to 255 are linearly scaled to range from 0 to 1 so that
the network inputs would have values in the same in-
terval as the hidden unit and output unit activations.

4.2 The Neural network for Pedestrian
Recognition

As shown in Fig. 3, we use a three-layer feed for-
ward network for pedestrian recognition. There are
30x65 units in the input layer, �ve units in the hidden
layer, and one unit in the output layer. Each layer
is fully connected to the next, and each unit uses a
sigmoid function for activation.

The network is trained by the back propagation al-
gorithm. The initial training examples are generated
from a set of manually labeled example images pro-
duced by the object detection module. Totally, we
have 5318 training data | 1012 of pedestrians and
4306 of non-pedestrians ranging from tra�c sign poles,
parking meters, �re hydrants, vehicles, trees, to non-
objects. Then, we use the \bootstrapping" strategy
[15] to improve the system performance. For each
training step one gradient image is chosen at random
from the training set. The network parameters are ini-
tialized by small random numbers between 0:0 and 1:0,
and are adapted during the training process. There-
fore, the shape features to be extracted are learned
from the training examples instead of being imposed
a priori.

The network is trained to produce an output of 0:9
if a pedestrian presents, and 0:1 otherwise. Thus, we
classify the detected object by thresholding the out-
put value of the trained network: if the output is larger
than the threshold, then the input object is classi�ed
as a pedestrian, otherwise as a non-pedestrian. The

threshold determines the tradeo� between the rate of
pedestrian detection and the rate of false alarm; we se-
lect this threshold by evaluating the receiver operating
characteristics (ROC) curve shown in Fig. 4.

5 Experimental Results
The system has been implemented on a Pentium II

450 Mhz system under Microsoft Windows NT with
an Imagination PXC200 digitizer. It has been tested
extensively on large amounts of live video in urban ar-
eas obtained from a pair of cameras mounted on the
top of a minivan. Over 8400 instances of pedestrians
and other objects have been presented. By adjusting
the threshold of the neural network output, we achieve
a pedestrian detection rate of 85.2% and a false alarm
rate of 3.1%. The system can detect and classify ob-
jects over a 320x240 pixel image pair at a frame rate
ranging from 3 frames/second to 12 frames/second,
depending on the number of objects presented in the
�eld of view of the cameras.

In Fig. 5, we show the results of our pedestrian
detection system on some typical urban street scenes
under di�erent weather conditions. Fig. 6 illustrates
the results of processing the video of a walking pedes-
trian. Fig. 5 and Fig. 6 show that our system can
detect pedestrians in di�erent size, pose, gait, cloth-
ing, and occlusion status. However, there are some
cases where the system fails. Most of the false alarms
are objects with outlines similar to those of human be-
ings. Other failures occur when a pedestrian is almost
similar in color to the background, or two pedestrians
are too close to each other to be separable by stereo
and shape cues. We believe that including motion cues
to the current system will improve the system perfor-
mance.

6 Summary and Conclusions
This system is part of the Bus Driver Assistance

project that aims at developing the next generation
side collision warning system. To achieve this goal,
foreground objects are �rst detected through fore-
ground/background segmentation based on stereo vi-
sion. Each object is then classi�ed as pedestrian or
non-pedestrian by a trained neural network. The two
key elements which make this system robust and re-
altime are stereo-guided object detection, and neural
network-based pedestrian detection. The system ef-
fectively combines 21

2
D information with the inten-

sity information to detect pedestrians both walking
and stationary. The neural network is trained on a
large number of pedestrian and non-pedestrian data
extracted from complex scenes, so it is applicable to
various real world situations.
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Figure 5: Results of pedestrian detection on typical urban street scenes

Figure 6: Pedestrian detection results of the video of a walking pedestrian


