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ARSTRACT

The research here described is concerned with development of a
picture processing system, and computer analysis and identification
of human faces.

The developed system consists of several pictorial-data
input/output devices under control of a high-speed minicomputer which
is connected to a mediwm-s5ized host computer. It has been designed
to be as flexible as possible =0 that it can facilitate the solution
of several classes of problems in picture processing. Many examples
of wsage of the facilities demonstrate a wide and potential
applicability of the system,

Pictures of human faces are successfully amalyzed by a computer
program which extracts face-feature points, such as nose, mouth, eyes
amnd s0 on, The program was tested with more than 200 photographs,
Emphasiz is put on the flexible picture analysis schese with feedback
which was first employed in the picture analysis program with
remarkable success. The program consists of a collection of rather
simple subroutines, each of which works on the specific part of the
picture, and elaborate combination of them with backup procedures
makes the whole process flexible and adaptive. An experiment on face
identification of 20 people was also conducted,
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CHAPTER 1

INTRODUCTION

Ficture processing by computer has found &5 application im
various fields., Character recognition has shown the most practical
success.  Furthermore, the techniques span much more sophisticated
applications such as interpretation of biomedical images and X-ray
films, measurement of images in nuclear physics, processing of & large
wolume of pictorial data sent from the satellites, etc. The impor-
tance and benefit of automatic picture processing continue to grow.

This thesis 45 concerned with picture processing of this kind,
The contents are, roughly speaking, twofold:

(1) Development of picture processing system by computer complex
The system consists of several pictorial-data inputfoutput
devices under control of a high-speed minicomputer which 1% con-
nected to 2 medium-sized host computer., It has been designed to
be as flexible as possible so that it can facilitate the solution
of several classes of problems in picture processing. In addi-
tion to the noticeable capabilities of picture processing, the
system embodies an interesting form of computer-computer communi-
cation.
(2) Pictorial recognition of human faces
Pictures of human faces are successfully amalyzed by a com-
puter program which extracts face-feature points, such as nose,
mouth, eves, and so on. The program was  tested with more than




@00 photographs. The success of the program is due to the employ-
ment of a flexible picture analysis scheme with feedback. Ain
experiment on face identification of 20 people was also conducted.

1-1. Picture Analysis and Recognition —— New Aspects

When shown the pictures of the human face of Fig. 1-1, we can
immediately tell the positions of the nose, mouth and eyes; and more-
aver, we can say that both pictures surely portray the same person.
Picture analysis and recognition by computer concerns itself with this
type of two-dimensienal image processing. In this thesis, I selected

human-face photographs as objects of processing.

L&
G

Figure 1-1 Pictures of human face.




Character recognition by machine has been investigated very inten-
sively as one of the most fundamental probless with practical value,
Today computer processing of wisual images has come to deal with more
sophisticated problems: scene analysis in robot projects, biomedical
or meteorslogical image interpretation, recognition of faces or finger-
prints, ete.

It might be considered that recognition of faces or other matural
scenes would be anly a 1ittle more complex than characters, but actual-
1y, completely new aspects appear,

In the case of printed characters, one can assume the standard
pattern., Thus processing wsually involves matching with the standard
pattern or feature measurements at predetermined points, and decisions
about the existence of features are based on the combinational legic.

On the other hand, in processing complex natural images such as
faces, the situation is further complicated. There 45 such a wide
variety in the input fmages that the measuresent of features must be
adaptive to each individual fmage and relative to other feature mea-
suresents. In addition to these low-level processings — so to speak
"local" processing — the system needs decision algorithm of higher
level = it should be referred to as “global™ recognition — ; it has
to interpret the structures of the picture.

The picture amalysis program for human=-face photographs, develop-
¢d inm this thesis, shows some of these new aspects of advanced picture
processing. It employs a new flexible analysis scheme which elaborate-
1y combines local processing with globkal recognition.  Backup proce-
dures with feedback and retrial play a very important role in it
Since the variety of pictures to be treated is enormous, fixed analy-
sis algorithms are not very powerful. The process must be flexible
and adaptive in the sense that the analysis in a certain portion of a
picture is carried out repeatedly with a change of parameters uwntil it
gives a satisfactory result. If the amalysis fails, its cause is ex-
amined in detail to find out the part where the analysis must be per-
formed once mare. The flexibility of the human-face analysis program




results certainly from these backup procedures.

This is one of the first works that actually implesent such a
flexible analysis scheme in the picture analysis program. The detail
will be described in CHAPTER TIT.

In CHAPTER IV, computer idemtification of 20 people by their
faces is attempted, using two pictures for each person. A set of
facial parameters is calculated for each picture on the basis of fea-
ture points located by the picture analysis program. In the identifi-
cation test, 15 out of 20 people were correctly identified. This
result is compared with the case in which a human operator locates the
feature points, and it is demonstrated that computer measurement is
almost as good as human measurement, The two-stage process esployed
in the computer feature extraction includes a “distant" feedback that
involves both high-level decision amd low=-level processing,

[-2, Picture Processing System

It should be noted that a picture processing system should be a
total system: it needs all of picture input, storage, display, pro-
cessing capabilities and man-machine interaction. As discussed above,
processing capabilities include not only bit-operation to deal with
gray-level data, but alse symbol manipulation to make high=Tevel deci-
sions.

To fulfill the requirements, a new picture processing system has
been designed and comstructed: it consists of several pictorial-data
I/0 devices which are under control of a high-speed minicomputer that
iz connected to a medium-sized general-purpose computer with filing
devices. The system employs system-subsystem organization. The mimi-
computer and I/0 devices form a satellite subsystem named GIRLS
(Graphical-data Interpretation and Recenstruction in Local Satellite],
which not only functions as a pre-/post-processor but also can carry
aut some intelligent jobs independently of andfor cooperatively with




the host: data input, data transformation, feature measurement, man-

maching interaction, film output, etc. Such functions arve called into
action by an operator's command entered from the teletypewriter or by

& program command sent from the host computer. The host computer

deals with reduced data, manipulates the major data structure, makes

high=level decisigns for global recognition, stores data in the file,

or prints out the results on the line printer.

The developed system offers a wide variety of facilities for use
in solving several classes of probless of picture processing. The de-
sign philosophy and functional capabilities of the system will bhe
described in CHAPTER 11. Several exasmples of the potential usage of
the system are also presented.

1-3., Related Works

A tremendous nusber of papers have been published on pictorial
pattern recognition or picture processing: excellent survey articles
can be found din MNagy[23]. The objective here is not to cover
all the aspects of picture processing, but to refer selectively
to the works which are closely related to the contents of this
thesis. There are two categories:

{1} articles that describe a picture processing system, not a device
itself, having some distinguishing features.
(2} articles that deal with human faces as the processing object.

Ledley, Rotolo, Belson, et al.[20] constructed FIDAC (Film Input
to Digital Automatic Computer), specifically for processing of bio-
medical pictures. Under computer-program control, it has a high-speed
scan of less than 0.3 seconds per frame, sampling 700 x 500 points in




the seven-level gray mode or 1000 x BOO points in the black-and-white

mode. The speed of scanning and the capability of real-time operation
pake possible the rapid processing of pictures for statistical amaly-

¢is and screening purposes. The fact that FIDAC is on-Tine with the

computer, with no intermediate magnetic-tape recording, results im

extreme flexibility, convenience, and economy of storage of the origi-
nal data. They also have developed computer-programming systems to

facilitate picture analysis and measurement.

Severa]l working systems exist to process bubble chamber photo-
graphs produced in high-energy physics.  Some of them have very spe-
cial provisions for scanning.

The PEFR hardware at MIT{Pless[27]) is a CRT scanner that uses a
flying line segment to locate track elements. The line segment can
be oriented at any angle and moved either in the o or y direction.
Because the sharpest output occurs when the flying line segment is
tangent to the track, both the coordinates and the angle of the track
glement can be measured wery accurately; they are used to amalyze bub-
ble chamber events (Eastien and Dunn[3]).

Another interesting manner of scanning is POLLY(Barr[1], Beck[4]).
The spot produces parallel short scanning 1ines which are perpendicu-
lar to a track. This permits reliable detection of the track with
short breaks.

Pingle and Tenenbaum[26] developed anaccommodating edge follower.
The program locates objects in a television image and traces their
edges. For doing this, it can accommodate the television camera to ob-
tain the most appropriate image for each phase, i.e., maximizing dy-
namic range during acquisition, and sensitivity during trancing. The
capability of an "intelligent” data sampling of this kind is very
essential for advanced picture processing.

The digital scanning 1/0 device at NHK({Fukushima and Yamaguchi[10])
is fully controlled by a small computer. It can digitize film data
and record computer output on the film using & single CRAT. It is a
basically hardware-oriented system where the size and number of picture




e¢lements are controlled by a special hardware.

GRAFIX I of Information International Incorp.(Gray[13]) is prob-
ably one of the largest-scale and most complete image processing sys-
tems which are cosmercially available. The central processor i3 a
time-sharing PDP-10 with a large core memory and all the peripherals.
The system consists of three image-oriented portions: GRAFIX console
subsystem which provides programmers and operators with facilities for
interaction with the system; a high-precision film-to-digital trans-
ducer: and Binary Image Processor (BIPF) which is & special-purpose
computer, highly powerful for such typical operations in  picture
processing as smoothing and hole filling.

Many of those capabilities which are judged to be valuable have
been implemented in our system, but they are mainly realized in temms
of the software of the high-speed minicomputer, In this sense, our
system can be described as software-oriented.

Herbst and Wil1[15] describe the experimental laboratory at the
IBM T.J.Watson Research Center, which fdncludes two flying-spot
scanners and a TV camera specially interfaced to a process control
digital computer, dot-mode and wvector display, and amaloeg 10
facilities. Their three desion principles ( mam-machine interaction,
direct program control and satellite operation ) underlie also the
design of our system.

The system-subsystem arrangement similar to the organization
we adopted s often employed in computer graphics systems(Foley[9]).
DESIGN PAD of IEM (Belady, Blasgen, Evangelisti and Tennison[5]}
is a typical example. The host, a time-shared IBM 360767,
is the central analysis machine, whereas the satellite, an IBM 1130
combined with a display unit, is a high-capability user terminal. The
satellite communicates with the host wia standard telephone service at
2000 bitfsec. This is a low-speed intercomputer communication.  The
contrast to our system exists in that the host-satellite communication
in our system is much more intimate and the high-speed transmission
is possible up to 750 kbit/sec by means of the channel-to-channel



connection; @& large volume of image data can be transferred within a
reascnable time delay.

In spite of the fact that it is a matter of everyday practice to
recognize faces, machine recognition of human faces has not been at-
tempted so often as recognition of characters or other picture inter-
pretation tasks.

The work begun by Bledsoe{Chan and Bledsee[7], Bledsce[&]) is the
first i=portant attempt. It 15 a hybrid man-machine system: a human
agperator locates the features points of the face projected on the RAND
tablet, and the computer classifies the face on the basis of those
fiducial marks. The parameters employed are normalized distances and
ratios ampng such points as eye corners, mouth corners, nose tip, head
top, etc.

kaya and Kobayashi[16] discussed in the information theoretic
terms the number of faces that can be identified by this kind of para-
metrization.

Becently, Harmon and his associates did a systematic research
concerned with both the hu=an and the computer's ability of human-face
identification{Harmon[14], Goldstein, Harmon and Lesk[11]). After two
preliminary experiments they constructed an 1pteracti?e cystem faor
human-face identification(Goldstein, Harmon and Lesk[12]).

A human gperator s given a photograph of one member of the popu-
lation, He describes this target face to the computer wsing rather
subjective "features™ like long ears, wide-set eyes, etc. The comput-
er searches through the population to retrieve the "target™ on the basis
of this subjectively assigned feature judgment. In this way the sys-
tem takes advantage both of the human's superiority in describing
features and of the machine"s superiority in making decisions based on
accurate knowledge of population statistics.

Those works mentioned above do not deal with human faces as the




object of picture processing, and the problem of automatic feature
extraction from a picture of the face has been left open for further
rasearch.

The first serious work in this direction 1is perhaps one by
Kelly[17], which is mast closely related to  the work reported here.
He wzes five measurements from a picture of the entire body such as
height, width of shoulders, etc. and five measurements from a close-up
of the head such as width of the head, distance between eyes, etc,
Hiz program could identify about ten persons whose photographs were
taken in a standardized manner, Various methods are used in recogniz-
ing each part of the picture: subtraction, edge detection, template
matching, and dynamic threshold setting. A1l of these methods are
applied heuristically in a goal-directed manner.

Much more intensive study fs reported in this thesfis. Only &
picture of the face is wsed. Accurate feature points are located im
it,from which the measurements on facial parameters are derived. Though
the general flow of processing resembles that of Eelly, an important
and clear difference exists in the picture analysis program, The
analysiz program is mot a straight-line program  that processes  am
input picture in a predetermined order, but it employs a flexible pic-
ture analysis scheme with feedback. The success of the program has
shown that the scheme is very powerful for processing of complex pic-
tures.

Before Eelly's work, Sakai, Magao and Fujibayashi[31] hawve writ-
ten a program for finding faces in photographs by template-matching
method. They first produce a binary picture which contains the edges
of the input picture. A tesmplate for a human face 15 divided into
several subtemplates each of which corresponds to the head line, fore-
head, eves, nose or mouth. Those subtemplates are matched with the
edge picture. A set of points with high matching cutput whose mutwal
spatial relationship is reasonable assure the existence of a face.

Fischler and Elschlager[8] describe a sophisticated method for
detecting the global structure by a set of local template matchings.



Suppose that an object {e.g., a face) is composed of several compo-
nents [e.g., eyes, nose, mouth, etc.) which must satisfy some spatial
relationships in order to be recognized as such. A plausible model
af this is a set of mass points which are mutually connected by
springs: the degree of relationship between two components is repre-
sented by "spring constant” of the spring that comnects them, and the
extent to which the relationship is not satisfied 15 regarded as
"stretching the spring". The evaluatien function combines both the
degree of local matching of each component and the cost of stretching
the springs. Given an input image, the locations of components are
determined such that the evaluation function is minimal by using a
kind of dynamic programming. They applied this methoed to the problem
af locating featwre points in a face.

These two methods have some parallelism in their nature and may
be effective to detect an object in a sceme; but they appear to be
time-consuming, and yield only approximate locations of components.
The method employed in this thesis is completely different. The com-
ponents are detected in rather a top-down manner directed by the model
of the face embedded in the program.

10
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CHAPTER II

MEW FLEXIELE PICTURE PROCESSING SYSTEM BY COMPUTER COMPLEX

11-1. Introduction

In this chapter, the system requirements for picture process-
ing research are first summarized. Based on those considerations, a
new picture processing system has been designed and constructed: it
consists of a flying-spot scanner, a Graf/pen{coordinate-input device
of tahlet t._l,rpe]l and a storage-type CRT, which are under control of a
high-speed minicomputer that is connected to a medium-sized general-
purpose computer  with  filing  devices, The systes  employs
system-subsystem organization; the minicomputer and input/output
devices form a satellite subsystem called GIALS ( Graphical-data
Interpretation and Reconstructfon in Local Satellite ), which not
only functions as a pre=fpost-processor but also can carry out some
intelligent jobs independently of andfor co-operatively with the host
machine. The whole system has several features in both hardware and
software, so that it can be used in a flexible manner for the solu-
tion of several ¢lasses of picture processing problems.

This chapter provides only a general descriptive presentation
of the system. The detailed descriptiens of the developed hard-
ware and software are found im APPENDIX A. In the last section of
this chapter, an on-l1ine analysis of human-face photographs is
demgnstrated as an example of a potential use of this system,

A



11-2. Basic Design

11=2=1. System Requirements for Advanced Picture Processing Research

The following are some of the basic requirements to be consider-
ed in designing a new picture processing system,

(1) flexible input of image data under various program-controllable
conditions

(2} high-speed, on-Tine, real-time control of devices

(3} intimate man-machine interaction

(¢} file, list-processing, and problem=solving techniques should be
available: point-by-point operations such as thinning, thresh-
olding and the Tike are mot all of the picture processing.
Higher-order decision-making is essential for advanced picture
processing.

(5) As a research instrument, the system should be soft: system
mpdification and expansion seeking for better performance and
capakility are to be made easily.

Let us discuss these points in  some detail. As the computer
picture processing comes to cover broader applications, necessary
accuracy and resolution become higher and the amount of data bits to
represent one frame of a  picture 45 enormous. For instance, a
complete scan of a frame of 1000 x 1000 point array with 5 ~ B bit
gray levels per point produces 5 ~ & x 10° bits. Furthermore, data
sampling under warious settable conditions such as resolution,
contrast, offset amd so on, or color-image sampling will give rise to
an urmanagéable amount of stored data. Sometimes to store image data
on magneétic tapes is not feasible: consider the case of a microscope
image which needs three-dimensional resolution; the data may amount

12




to 10% bits[34]; it would Fil1l1 a thousand reels of 2400 ft magnetic
tape!

This leads to the view that image data are stored most compactly
in the original files or pictures, and that it is more advantagecus
to enjoy “an intelligent scamn"; when the processing 15 just being
done, only relevant, interesting portions of the picture are scamned
under the necessary amd sufficient conditions of resolution, contrast,
ete.

The demand for this intelligent scan is evoked also by the
processing method. The straight-line scheme of processing —— input
+ préprocessing = feature extraction « classification —— may have
worked well in character recognition, but this conventional method
consisting of a sequence of transformations is inadeguate for process-
ing complex pictures. In contrast, in the advanced picture processing
as showm in Fig. 2-1, while raw data are reduced €0  higher-level
descriptions, the feedback process is important as well. Results in
gach intermediate stage are fed back to the previocus stages, to check
if they are correct, to modify the process, or to extract more precise
information based om the results so far obtained. A broad area may
be first scanned with low resolution to obtain rough information, amd
then, zooming up to the relevant portion of the picture, the scan may
be confined to a smaller region with high resolution.

Enow] edge
[
Semantics
Picture Preproceddfing & Global
tnput ["|Local Recegnition 'IE"'“““1 pgnitign[ ] EvATuation

Figure 2=1 Advanced picture processing scheme.
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For this purpose, a flying-spot scanner with random scanning
ability or a TV camera with controllable focus and contrast is a
suitable device. In order to make an effective use of the device,
high-speed, flexible program control is essential. Im addition, it
is desirable that simple preprocessings (e.g., noise filtering) are
executed im the earlier stages to reduce storage reguirement or
processing time in the later stages.

It should be emphasized that a picture processing system should
be a total system that includes input/output,operations on image data,
and higher-order decision making. As shown in Fig. 2«1, an appropri-
ate data structure is to be used to represent "knowledge and seman-
tics", and problem-solving technigues are necessary to contrel  the
whole process in a goal-directed manner. These points suggest that
file, symbol-manipulation language, e.g., LISP, and methods of artifi-
cial intelligence are to be available in  combimation with  wswal
processing technigues of imagery.

I1-2-2. ASystem-Subsystem Organization

Now the requirements have been clarified. To fulfill them I have
adopted system-subsystem organization in the design of GIRLS: a high-
speed minicomputer controls all the picture input/output devices; they
a1l form a4 subsystem or satellite of a host machine, This type of
agrganization 15 not new. It has been wsed in several computer graphics
systems[9] and picture processing laboratories[15][25].

By organizing the system in this manner, it has several
advantages:
(1) The picture [/O devices are connected with the minicomputer via
rather simple interfaces, and their control 15 software-oriented.
This results in highly flexible control and parameter setting.

14




(2) Special resident programs in the minicomputer allow high-speed
control of devices and irmediate response in man-maching inter-
action.

(3) Modification of device control is accomplished merely by changing
the program.

{4} Among the many picture processing capabilities provided by the
system, some of simple preprocessings and feature measurements
arg performed in the satellite, as well as intimate man-machine
interaction. This data reduction in the satellfte results in
efficient wse of the data channel and analysis power of the
central computer.

(5]} The satellite can share units of disk, magnetic tape and line
printer with the central computer. Thiz avoids double invest-
ments on these expensive peripherals.

The components, functions and software of the system will bhe

described in the succeeding sections.

[I-3. System Components

Fig. 2-2 shows the hardware structure of the new picture process-
ing system: the central host machine is HEAC 2200/200 with several
standard peripherals; the GIRLS subsystem consists of & minicomputer
MACE 7/F combined with a flying-spot scamner, a storage-type CRT,
4 character CRT and a Graf/pen (tablet input device). An overall wiew
of GIELS iz shown im Fig. 2-3.

NEAC 22004200 is a medium-sized character-oriented machine. The
current configuration contains 32 k G-bit-characters of core [2—psec
cycle time), line printer, disk, five magnetic tape units, paper tape

15
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Figure 2-2 Hardware structure of picture processing
system by computer complex. Right side
f5 the GIRLS subsystem,

reader and high-speed puncher. In terms of programming, the features
of variable-length word, 2-address instruction and implicit addressing
allow programmers to write efficient picture processing  programs.
LISP language s alsoe available. So far an efficient Laplacian-
operator program, a region partitioning program, a program for
analysis of human-face photographs, a program for matching line
figures and others have been implemented in the laboratory.

MACC 7/F is a high-speed minfcomputer with 8 k words of wire
memory (16 bits/word and 0.6=usec cycle time) and is equipped with
a small disk device and a character CRT. The disk is used to stare
various program packages, so that they are Tloaded amd run when
necessary. The capability of high-speed calculation emables the
minicomputer to process image data while controlling the [/0 devices
simultaneously.

The GIRLS-interface controller consists of specially designed
interfaces to combine picture 170 devices with MACC 7/F and to connect
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Figure 2-3 Wiew of GIRLS subsystem: (1) I/0 typewriter:
(2) Paper tape reader; (3) CPU of MACC 7/F mini-
computer; (4) Graffpen; (%) Transmission cable
to NEAC 2200/200; (6) Storage-type CRT;
(7) GIALS-interface controller; (B) Flying-spot
scanner; (9) Chavacter CRT; (10) Mini-disk device

MACT 7/F with REAC 2200/200. The contraller has special features im
prder to allow MACC 7/F to control flexibly the attached devices and
to act as an intelligent terminal of NEAC 2200/200. (See APPENDIE A-1)

The flying-spot scanner(F55) is 05-70J of Eowa Co, Ltd. with some
home-made modifications(Fig. 2-4). It scans both opaque (7S mm
% 73 mm) and transparent (10 mm x 10 mm ~ 24 mm x 24 mm) materials in
a random scan mode; X-Y Tocation of the spot is specified by 10 bit
coordinates by the program, in total 1024 x 1024 addressable points.
The 5" CRT (C-GBE1P46; Fujitsu Ltd.) uses & new phosphor material,
yttrium silicate(Y;5i05:Ce). Its output spectrum is similar to that
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of P16, but 1t has much better properties than P16: shorter rise time,
about ten times as bright as P16, and much longer lifetime. The spot
size on the tube (70 mm x 70 mm raster) is approximately 35 um, thus
making a1l the addressable points resolvable. The cutput sigmal is
digitized into a S-bit-precision number (i.e., 32 gray levels). Con-
trast and offset of the gray level are changeable in 4 different modes
by a program-settable parameter. The scanner is equipped with a film
transport which advances or reverses the film by a pulse motor. The
F55 15 also able to be used as a film recorder to produce a half-tone
picture by readily replacing the scanner head with a camera head as
shown im Fig. 2-4(b).

Graf/pen is a tablet with a stylus pen for coordinate  input.
Either a 14* x 14" or 20" x 20" tablet can be used., The stylus
combines a ball-point pen with a tiny spark gap providing a very-low-
energy spark which generates a sound pulse. The position af the
stylus is detected by measuring the time for the sound to  propagate

{a) 1:3]

Figure 2-4  Flying-spot scanner : with {a] scanner head;
or (b} camera head attached.
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from the pen to the X and Y sensors along the X and ¥ axes of the
tablet. Data acquisition rate fs up to 200 coordinate pairs per sec-
ond with the resolution of 1024 x 1024 1ine pafrs.

Storage CRT display unit (Tektronix TYPE 611) is a data storage
and display instrument. The dimension of the display frame is 16 o=
% 16 cm, and 1024 x 1024 points are addressable. Because refreshing
is unnecessary, 4 storage CRT provides an economical means for present-
ing information in a visual form at the terminal.

[I-4. Functional Description of the System

Fig. 2-5 depicts a basic concept of the developed system from a
functional point of view. The satellite, with MACC 7/F in its center,
offers a set of rather simple but versatile functions: flexible scann-

ing of pictorial data by means of an F55, preprocessing (e.g9., enhance-

ment, noise cleaning, differentiation, etc.), feature measurements
(e.9., area, moment of the component, histogram of gray levels,
etc. ), display of intermediate or final results on CRT, man-machine
interaction wia TTY or character CRT, and =0 on. In the host
HEAC 22007200, on the other hand, the researcher can wWrite M
problem-oriented program which handles the major data structure and
controls the main sequence of picture analysis. The functions pro-
vided by the satellite are combined for use when necassary; the
program in NEAC can call a MACC routine by such a macro-command as
"Scan the film in such and such manner, preprocess the data, and send
back the results.” These capabilities are sure to shorten the devel-
opmental time of a2 new picture processing program,

Another important feature of this system s that the satellite
is able to perform an  intelligent job for itself, accessing to the
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Figure 2-5 Concept of the system organization from &
functional point of view.

host machine from time to time when it needs file or larger, complex
support. A typical example would be processing of a long film of
time-varying patterns, e.g., the motion film of amoebae. The satel -
lite continues to observe the movement of amoebae by processing the
film successively, and only when significant or finteresting change
appears, it interrupts the host, sends it the data and reguests
further processing which may require a larger data structure.

To suppert computer-computer communication between NEAC 2200200
and MACC 7/F, two special programs have been developed; a-monitor in
MACC and B-interface routine in NEAC. They handle the demands for
a routine set-up from NEAC to MACC and the demands for a file access
from MACC to MEAC. Under the control of a-monitor and E-interface
routine, the data transfer is extremely simplified by macro-instruc-
tions that enable MACC users to use the units of disk and magnetic
tape of HEAC in exactly the same way as though they were attached to
MACC.
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The minicomputer MACC 7/F functions as a switcher of data flow
among the I/0 devices and NEAC. Sampled data from F35 may flow to
MEAC or CRT. Computer gutput from NEAC may be displayed om CRT, typed
gut on TTY, or recorded on film by means of F55. The arbitrary data
flow is established just by specifying the destination device, by a
program command or an aperator's command, before transfer of one block
of data. While going through MACC, data is often subject to certain
processing and transformation. In this sense, the minfcomputer plays
three functions: switching, common memory of [/0 devices and process-

ing.

11-5. Various Facilities Provided by the System

This section describes facilities which  the developed system
provides. APPEMDIX A will give the detailed technical description of
hardware and software which have been developed to  realize those
facilities.

1I-5-1. Flexible Scanning Program of Flying-Spot Scanner

Among the versatile capabilities offered by GIRLS, one of the
most important is the special provision to permit flexible scanning
of pictorial data by means of a flying-spot scanmer.

The F55 can scan and digitize the brightness inforsation of
prints or films in a programmed manner within 15 usec/point: SR
APPENDIX A-1-2. The scanning program combines  this data sampling
with data processing in a very flexible manner. The basic idea is to
realize any combination of beam intensity (contrast and range of gray
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levels), spot (shape and operation of scanning 1light beam), raster
(place and way of maving the spot in the whole 1024 x 1024 raster),
transformation of data (e.g. binary) and manfpulation [feature
measurement, storage, or display). Fig. 2-6 shows the repertoire so
far available for each category. All these functions except the beam

Paist Beitingle Cireli Eandom
[x,¥l i
Raster : i —— <5 | remter of
{x, 1) " o s
————r prlati
S
Faint Aectangle Line segment Hiferemtial
i i 3
—
Spot . mhoa i 1
NER
1
Fem
gi 0] [ond 12} [11h
Eeam 8
ingenEiLy
black white
shade of qray
af inpet pletere
Tring~ Hal g i-lewel Pasitive-negative Binary Legarithaic
formation (ra) inversion
Ciare Dizplay Heajurement
Hanipis on CRE : HiiRegris
Hean & variance
Tatien * Mpxiem & minieus
* Ared
* Mo

Figure 2-6& Flexible scanning program ; structure and
repertoire.
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intensity are realized in terms of software, not by specialized
hardware, taking advantage both of the random sampling capability of
the F5% and the high-speed calculation of MACC 7/F.

Take, for instance, the combination of rectangular raster, the
spot of lipe segment, log transformation and measuresent of histogram
with all the necessary parameters specified. A sequence of loga-
rithmic gray levels is obtained which a slit=like spot would produce
if it moved in the manner of TV scan within the specified area. The
assumed output of a s1it spot is calculated by sampling the points
inside of the s1it area and averaging their output value. A histogram
of the gray levels is obtained as a final cutput. A large volume of
scanned data may be transferred to the disk memory of NEAC, stored im
MT, and/or displayed on CRT, according to the specification.

When the specification of scanming is given by the command sent
from NEAC progras or entered by an operator at the satellite, a
corresponding scanning program is gensrated; as shown in Fig. 2-7,
routines of the specified spot, transformation, and manipulation(s)
are inserted in the specified raster routine. Fig. 2-8 shows a
typing format for the specification of scanning; underlined characters
are the system output. In this way, our F55 is practically given a
variety of abilities which originally it did not have,. but which are
valuable in picture processing, e.q., variable size and shape of
spot, linear, binary output, and circular raster. Some of preprocess-
ing operations such as averagfing, and differentiation, and feature
measurements are performed as the material is being scanned.

Fig. 2=9 through Fig. 2-12 contain some examples of wsage of the
flexible scanning program, which  demonstrate its usefulness and
flexibility. The two-bit number of beam intensity selects one of
four relationships between digitized cutput and brightress of the
material to be sampled. For the beam (00), 32 quantization levels
are spread uniformly over the whole range of brightness, whereas for
the beam (01), they are concentrated into the darker range, and the
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Figure 2-B Typing format of the scanning program.
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Figure 2-2 Digitization by four kinds of beam intesity.
The picture of Fig. 1=1(right) is digitized
inte 120 x 200 elements. Point spot{l = 1}
is used and the samplin? interval is 3.
The histograms of gray levels show the effect
of the beam-intensity comtral.
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Figure 2-10

Scan by a large spot,
The same picture as in
Fig. 2=9 15 scanned by
a 7 & ¥ spot. It
shows the averaging
effect.

Figure 2-11 Differential spot
{a] Original picture,
tk) Scan by the differential spot.
Edges im the picture are detected.
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(a) (b}

Figure 2-12 Line segeent spot
al Scan of a line figure by the point spot,
() Scan by the line-segment spot. Lines
with a particular direction are emphasized.

brighter range gives saturated output 31. The beams (10) amd (11)
correspond to the middle and brighter ranges, respectively. The
brightness digitization, therefore, has substantially B-bit resolution
for gray scale. Pictures and histograms of Fig. 2-9 illustrate the
effect of this beam-intensity control.

Fig. 2=10 and Fig. 2=11 present examples of spots which involve
preprocessing: averaging by a large F x 7 rectangle spot and differ-
entiation by a differential spot to detect edges in a picture. Line-
segment spots are very useful in detecting Jlines with a particular
direction as shown in Fig. 2-12. 5can by a 1 % 100 line-segment spot
with the slope of 1/2 produced Fig. 2-12({b). Simple  thresholding
applied to this picture will single out Jimes and arcs of that

particular slope.
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Figure 2-13  Structure of film-recording program,

11-5=2., Film-Recarding Program

The flying-spot scanner can be used to record computer output om
film, when a camera head is attached in place of the scanner head
(Fig. 2-4(b)). The film-recording program has been developed  to
produce a half-tone picture.

The program follows the basic principle of representing shade of
gray by the mmber of dots plotted in 2 small square. As shown in
Fig. 2-13, the structure and usage of the program are similar to the
input scanning program. One can specify the size of picture frame
M x N, the size of square of one picture element m xm, and one of
the output transforms. The program reads the image data to be record-
ed on the film out of the disk memory of NEAC.

Experimentally it was proved in our FS5 that when the "beam-on"
time (exposure time) for one plot is set to 0.6 psec, superimposed
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plotting is distinguishable up to eight times with linearly increas-
ing film density produced in the film. Therefore B x m % m exposure
levels are available for each m x m square which corresponds to  one

picture element.
The larger the elemental square is, the higher the gray-level

resalution is for each picture elesent, but the lower the positional
resolution is,

The putput transform is the sanner of allotting those exposure
Tevels to 32 gray levels: linear, exponential or binary. The exponen=-
tial allotment is wsed to compensate for the logarithmic characteris-
tic of the viswal organ. The allotment is given by 2 table indicating
percentage of available exposure levels wversus gray level, and
therefore an arbitrary one can be realized merely by replacing the
table in order to make compensation for any kind of distortion
involved in the film manipulation process or perceptual process,
Table 2-1 shows the real numbers of plots in the case of & x 5 square
with exponential transform.

Elemental square m % m

4

Figure 2-14

Flotting order.

.

Plotting in the elemental square is performed in the spiral order
as i11ustrated in Fig. 2-14 from the center to the marginal points.
Each point is exposed for 0.6 uysec. When all the points have been
plotted once, the second superimposition plot is performed, then the
third time and so on, wuntil the square receives, in total, the speci-
fied number of plats (exposure levels).

24



oy ﬂ:“;"%*::sl fray, | aker,
1 0 17 23
3 1 19 3
5 2 ey | 43
7 3:I 23 59
9 5 25 a0
1 B 27 109
13 11 29 150
15 ' e 200

Table 2-1 Plot distribution in the case of a
5x 5 elemantal square with
exponential  transform.

Fig. 2-15 shows an example of usage of the program. An original
picture(Fig. 2-15(a)) is first scanned and digitized into 140 x 200
picture elesents by means of the input scanning program. Then a half-
tone picture is reproduced using the film=recording program,

& &5 x5 elemental sgquare i5  uwsed with Tinear transform
(Fig. 2-15({b))or exponential transform (Fig. 2-15(c)). The size of
the elemental square 15 350 pm x 350 um on the tube of F55.  Since
all the addressable points on the tube are resolvable, soft focus of
the camera is preferable to make the resultant pictures more natural.
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Figure 2-1&

Example of film recording.
The picture frame is 140
¥ 200 and the elemental
square is 5 x 5,

1)

r

{a) Original print

(b) Reproduced print; {c) Reproduced print;
linear transform exponential transform
{ iris 8.0 ) { iris 8.0 )
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1[=5-3, CRT Display of Gray-Level Picture

Our monitor display (storage-type CRT) has a 16 cm x 16 ¢m square
display area consisting of 1024 x 1024 addressable points. Though
the CRT can express only black or white at each point, it {5 wvery
desirable to display half-tone images. For this, the shade of gray
of one picture element is represented by the density of white points
filled im & 3 x 3 square array on the CRT: we can display 10 gray
levels., In this way, a gray-level picture of up to 341 » 34] picture
elements can be displayed, with satisfactory resolution and shades of
gray for the purpose of monitoring the picture under processing.

11-5-4, Facilities for Intercomputer Communication

a-monitor in MACC 7/F and 2-interface routine im HKEAC support
the intercomputer cosmunication. Their main functions are twofold.
One function is to set up a program to run  in MACC V/F.  Under the
control of a-monitor, all the programs in MACC 7/F are identified by
the registered program number. There are three ways for setting up a
program to run in MACC 7/F in order to allow free combination of
programs which are prepared and registered in MACC: (§) A program in
HEAC is able to call a program registered in HACC by sending a calling
segment which contains the program mumber and arguments of the program,
Thiz 15 one of the means for the programs in the ftwo computers to
communicate; (ii) An operator at BACC 7/F can input the program mumber
and arguments via TTY or PTR, in order to call the program into action;
{141} A program in HACC can call other routines by executing a special
macro=instruction,

The second function is to provide MACC users with facilities for
data transfer from/to the core memory, disk, and MT of NEAC. Macro-
instructions have been prepared, They enable MALD fo share storage
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devices and a Tineprinter with HEAC, and offer ease of programming
and economical advantage. ( See APPENDIX A-2 )

In summary, communication betweaen programs in  two computers is
accomplished by two means; to send a calling segment and to share a
large volume of data in storage devices of NEAC.

[1-6. On-Line Analysis of Human-Face Photographs

This section describes the amalysis of human-face photographs in
on-Tine mode, as an illustration of a potential use of the developed
systes. The analysis program was first coded in HNEAC  assembler
language to process photographic data which were stored on a magnetic
tape. This older version was converted into the on-line wversion
described below. It took only several days to complete the conversion
by utilizing the facilities provided by the above mentioned system.

Fig. 2=16 il1lustrates the sequence of events that occur in the
on=1ine analysis. An operator at the satellite sets a photograph of
a face in the scanner head of the flying-spot scamner. He prasses
the interrupt button and calls the scanmimg program into actionm  wia
c=moni tor. The program scans the photograph in the specified manner.
The digitized data with an average operation performed are transferred
and stored in the disk memory of HNEAC. In MEAC, & line-extraction
program performs the operation of two-dimensional secondary differen=
tiation, and produces a binary picture which represents the contour
of the face by threshalding the differential picture. The binary
picture is also stored fn the disk. Then, the analysis program for
human face begins to process the bimary picture and Tocates the
feature pointz of the face, such as eyves, nose, mouth, chin and so on.
CHAPTER [I1 provides a detailed description of the anmalysis method,
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While NEAC is doing these tasks, MACC displays the face which is
now being processed om the CRT: on the Teft half, the gray=-level
picture is displayed, and on the right, the binary picture whose data
are read out of the disk memory of NEAC. When all the feature points
have been extracted by the NEAC program, their coordinates are trans-
ferred to MACC and displayed as visible points in  the binary picture
on CRT. This completes one cycle of the amalysis. Each routine in
MACC is set up to run just when the data it needs have been prepared.
The processing time including inmput and display is 1 ~ 1.5 minutes
per a photograph.

11-7. Supplementary Remarks

In this chapter, only a general descriptive preszentation of the
system was given. For the detafled technical description, see
APPENDIX A.

Other than computer analysis of hwman-face photographs, the
system has already been applied to diverse tasks: cloud measurement
in the picture obtained from ESSA; pictorial amalysis of traffic flow:
design and generation of more tham a thousand digital KANJI patterns,

This picture processing system will be incorporated §n  the
Inhouse Computer Metwork[30] which is  now  under development  at
Frof, Sakai's Laboratory, Department of Information Science, Eyvoto
University. When it is completed, the system will be able to enjoy
free and on=1ine use of distinctive facilities such as Fast Fourier
Transform, micro-prograsmed costputation ,etc. whichother computers in
the network provide. The network will greatly enlarge the capability
and applicability of the picture processing system.
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CHAPTER 111

ANALYSIS OF HUMAN-FACE PHOTOGRAPHS

I11-1. Imtroduction

In picture processing and scens amalysis by computer, compared
with character recognition, we are confronted with such more compli-
cated pattern variations and noise behavior. Therefore it is necessary
that the processing should take advantage of structural or contextual

information about object patterns in order to achieve good results.

In this chapter, the problem of picture analysis of human faces
is presented as an example of automatic analysis of complex pictures,
A computer program for it has been developed: given a photograph of
the human face, the program extracts feature points such as the eyes,
mouth, nose, and chin. A flexible picture analysis scheme with feed-
back is successfully employed in the program.

First, the significance of the problem is  briefly described.
Then the computer analysis procedure for human faces is outlimed and
the flexible picture analysis scheme with feedback 15 introduced.
A complete description of the analysis will be given in [II[-4,
More than 800 photographs have been processed by the program  and the
results are presented. This chapter principally treats picture analy-
g£is. The problem of face-identification wusing the Tlocated feature
points will be discussed in CHAPTER IV,
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111-2, The Problem —— Human Face as Object of Picture Analysis

Human faces are wery interesting asan object of picture analysis
for several reasons:
(1) They are not artificial, and not as simple as cubes or pyramids
which have been used in the viszual scene analysiz of hand-eye projects.
[2) A face has many component substructures: eyes, nose, mouth, chim
and 5o on, which can be recognized as such only in the proper "context
of the face".
{3} These components are distributed in the face within a certain per-
missible range, whose mutural relations can be correctly grasped by
the concept of picture structure.
(4) Lines im & face are very difficult to define, difficult to ex-
tract and are not straight, all of which make the problem of fnterest.
(8) The variety of human faces is as large as the human family.

Pictures of hman faces contain many essential problems to be in-
vestigated in the field of picture processing. How far the automatic
analysis procedure cam go into detail and can categorize the human
faces has interested me.

What we are going to deal with are photographs of one full face
with no glasses or beard. We assume that the face in a photograph may
have tilt, forward inclination, or backward bkent to certain degrees,
but is not turned to the side. The problem in this chapter is, given
a photograph of the human face, to locate the face-feature points in
ogrder to characterize the face.This kind of probles iz referred to as
feature extraction in pattern recognition, and 1is5 regarded as most
difficult and important. In the attempts at computer recognition of
faces made by Bledsoe[6], Kaya and Kobayashi[16], and Goldstein, Harmon
and Lesk[12], the feature extraction was due to human-ocperator's abili-
ty to extract or describe features of the face. In contrast, the
works by Sakai, Magao and Fuffbayashi[31], Kelly[17] and Fischler and
Elschlager[8] are attempts to automate this feature extraction process,
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as is also the case with my work reported here.

111-3. Outline and Features of Apalysis Method

Thiz section outlines the analysis method of mman-face photo-
graphs to give a general view of the program.

picture analysis scheme with feedback, which
gram.

Then iz explained the
is employed in the pro-

I11-3-1. Outline of Analysis

Fig. 3-1 is the block diagram illustrating the flow of analysis.
Main body of the analysis program was written

in the HNEAC 22004200
assembler language.

of f-Tine
mode hhxﬂf \
1
Fss |
or
TV camerd j

" Digitized
gray=level
pictura

Binary
pictura

on=11ine
mode Laplacian Extraction
aperatar af face
featuras

Figure 3-1 Block diagram of analysis of
human-face photographs.
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{a) Original (b) Printout of the digit-  (c) Binary
photograph al gray-level picturs picture

Figure 3=2 Picture fnput and line extraction.
The dark horizontal Tline in the upper
part is due to the burn in the CRT
surface of the F35% wsed for digitization.

A photograph (or a real view) of the face is converted to a dig-
ital array of 140 x 208 picture elements, each having a gray level of
5 bits [i.e., 32 levels), by means of a flying spot scanmer or a TV
camera. Fig. 3-2{a} is an original photograph, and Fig., 3-2(k) is
the gray-level picture digitized by the F535. The program can work im
gither on=line or off=line mode. In on-line mode, .the digitized pic-
ture is fed directly into the amalysis program, and in of F=Tine mode,
it is stored once on a magnetic tape for later use,

The binary picture of Fig. 3-2(c) is obtained by applying a
Laplacian operator (1.e. two-dimensional secondary differentiation)
on the gray=level picture and thresholding the result at a proper
level. This binary picture represents contour portions where bright-
ness changes significantly. The analysis program which locates face-
feature points works omn this bBinary picture.

The analysis steps are first to find the approximate position of
the face, and then to go into detail om the positions of face
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Figure 3-3

Typical sequence of the
analysis steps.

a) top of head

b) cheeks and
sides of face

(c) nose, mouth,
and chin

(d} chin contour

Ee] face=5ide Tines

if) nose limes

lg) eyes

(h) face axis

components. These steps are shown in Fig, 3-3 from(a)to(h). There are

several backup procedures with feedback among them, hence some analy-
sis steps might be tried more than once. Various picture processing

technigues are wsed in the analysis program.

As a final result, more than
thirty feature points are located
I in the binary picture as shown in

i 3\ Fig. 3-4.

| S R | Once these feature points are

A £ f-211 ik located, much more precise features

.{ % iﬂ:: f % can be measured by returning again

1N F i to the original photograph. The

ot e -~ methad and significance of this
_i:_ff. T, refinement process will be discussed
A T ) in CHAPTER IV.

Figure 3-4

Result of feature
extraction.
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I11-3-2. Flexible Picture Analysis Scheme with Feedback

The distinguishing feature of the program is that subroutines
divided into blocks, each for detecting a part of the face, are com-
bined inte action mot only by making wuse of the contextual information
of & face, but alsg by employing backup procedures with feedback.

As shown in Fig. 3-5, each step of analysis consists of three
parts: prediction, detection, and evaluation. The result 15 evaluat-
gd for the purpose of knowing whether the program can procesd to the
next step. If an unsatisfactory result is yielded, 1ts cause is
examined to find out the step where the analysis must be performed
again. There are two cases of feedback. Direct feedback is used to
mopdify the paraseters of the amalysis step just executed. The other
it a feedback to former steps. [t takes place when the imperfection
of the result is disclosed during the succeeding analysis in the form
of an unsatisfactory evaluation; usually the evaluation criteria are
nat so severe, and 50 sometimes the process may have gone to the next
step even though the analysis at onme step is not perfect. In this way,
the total process of analysis becomes flexible and adaptive. The
analysis in a certain portion of a picture may be performed several

r

Pradiction Former steps
Parameter T
Deten:tan-— Fication
modi :Ea b Discard
l [ a part of
results 50
Evaluation # far obtained
not goad
gaod
Next step

Figure 3=5 Structure of analysis step.
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times with a change of parameters until it gives a satisfactory result.

I do nmot claim that this scheme is completely new. 3imilar ideas
may have been suggested by several authors. [ believe, however, that
this is one of the first works that actually implement the scheme with
feedback and show its powerfulness in the picture analysis.

This analysis scheme has the following excellent properties:

{1} Inevitably the analysis proceeds in a top-down goal-directed

manner, which makes the analysis efficient because the necessary local
operations are applied on only the relevant portions estimated by the

process.

(2] The analysis algorithm which 15 to be prepared for each step can

be fairly simple, because it knows what to look for amd can be repeat-
edly performed on the most probable area with improved parameter val-

ues using the feedback process. Unlike the straight-Tine scheme,
errors at each step are not accumulated, but will be disclosed in the

succeeding steps and recovered by the backup procedures. This is one

of the most important features.

(3) The economy of memory and processing time for the anmalysis s

great if a flexible scanning device 15 available which samples only

the significant parts. This advantage is fully takem in the extract-
ign of precise locations of feature points, which will be described

im CHAPTER IV.

I11-4. Complete Description of Analysis

This section describes in detail the flow of amalysis  that 15
illustrated inm Fig. 3=1; from input of picture through finmal result.

111-4=1. [Input of Picture

A picture (or a real view) of a face is first transformed into a
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digital array by means of a flying-spot scanner({F553) or a TV camera.
Hhen the F55 is wsed, the standard material iz a photograph in which
lies a full face of about 2 e¢m. The photograph it scanned by the
flexible scanning progras described in II-5-1, and digitized to an
array of 140 x 208 elements, each of 5 bits of brightness information
{(i.e. 32 levels). As shown im Fig. 3-6, a 5 x 5 rectangle spot s
used and sampling 15 made at every 3 points., The face in the digi-
tized picture is typically of size 80 x B0 ~ 100 x 100, The necessa=
ry tiee for input is about 5 secomds. Fig. 3-7 shows a Tine printer
agutput of a digitized picture with various characters superimposed to
approximate the gray levels.

The reason why the input digitization is wrough sampling by a
rather large-sized spot is that extreme details are not necessary in
the next line-extraction process: averaging effect of a large spot
suppresses high-frequency noise and thus prevents extra unimportant
Tines in a face from being extracted.

Since the scanning prograsm of the F535 is highly flexible, appro-
priate commands of an human operator allow various kinds of photographs
to be digitized into the standard format: fine scanning for a smaller-
sized photograph and coarse scanning for a larger-sized one; further-
mare inm the case of a photograph in which there are several people,
the zcan and input of one particular face can be performed very easily,

5 5 ~
Figure 3-<6 e
Scanning by a flying 5 = by *—
spot scanner. The
spot size i51§ x 5, v e, v I B
and the sampling
interval is 3. 3 ¥“i

spot
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When & TV camera is wsed as an input device, the human operator
adjusts the camera watching a monitor TV, so that the object face
may be seen at the appropriate position with the appropriate size,
The video level is alsp adjusted manually. The whole frame consisting
of 240 x 300 picture elements is completely digitized and then it s
edited into an array of 140 x 208 by software.

The picture digitized in these ways 15 either fed into the face
analysis program in on-line mode, or stored on  the magnetic tape in
the data collection stage of off-line apalysis.

I11-4-2, Line Extraction by Laplacian Qperator

The next step of processing is to extract limes and contours from
the picture, The operator illustrated imn Fig. 3-8 s applied to the
digital picture of Fig. 3-7, and then thresholding the result at a
proper threshold value produces the binary picture shown in Fig. 3-9,
This binary picture represzents contour portions where  brightness
changes significantly. [t preserves the structural information of the
original gray-level picture and yet far easier to deal with becauwse of
the binary values. A1 the succeeding analysis is performed wpon this
binary picture. The threshold value is fixed to 30,

As to edge or comtour detectiom, a number of papers have appear-
ed: for a survey, see [22] that contains a large mnumber of references.
The ocperator used here is fundamentally a digital Laplacianm operator
{two-dimensional secondary differentiation). Let I{x,y) be a function
that represents a gray-level picture. The Laplacian is defined as:

z z
Pl(xy) = &gl Sl (3-1)
The simplest digital version of this Laplacian is

NIU=4I‘|J_{I‘1-ld+[1+lj+r1j-1 +Iij+1] . (3-2)
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Figure 3-7 Digital gray-level
picture of a face.

uhere{tididenntes the digital array

to represent I{x,y). From this

equation it can be seen that

the operator of Fig. 3-8 combines

differential operation with averag-

ing: i.e., first averaging

operation 1is performed on 3 x 3

subarea, then differential operation
regarding each subarea as one

picture element 1in the eguation

(3-2). This operator was demon-

strated in Sakai, Magap and

Kidode[32] to work very successfully
for Tine extraction of husman-face

photagraphs.,
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Operator for line extraction.

This is fundamentally a
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Figure 3-9

Binary picture,




al|lb|c (a) 1!(3-&} +(b-d)

. (b} max[ |a-e|,|b-e|,|c-e|,|d-&],
afhjl |f-e|,Ja-e],|h-e|,]i-g| ]

Figure 3-10 (a) Robertz operator; and (b) Maximum of differences.

For comparison, three pperators for edge detection including the
Laplacian of Fig. 3-8 were applied on the same set of pictures:; the
other two are the first derivative of Robertz[28] (see Fig. 3-10{a))
and the maximum of differences (see Fig. 3-10(b)) for 3 x 3 window.
The results are presented in Fig., 3-=11 and APPENDIX B contains supple=-
mentary data. They show the superiority of the Laplacian operator [
used. It can detect slow but apparent changes in brightness as well
as sharp edges, because 1t takes broader area into account. Further-
more, 1t is observable that the different values of threshold do not
¥ield any significant difference in the resultant binary pictures,

A very efficient program of the Laplacian operator has been coded,
by taking maximum advantage of variable-length word and implicit ad-
dressing of NEAC 22007200, though the computer 15 not so fast: 2-usec
memory-cycle time for a B-bit character. [t takes only 14 seconds to
convert from Fig. 3-7 to Fig. 3-89,

Any additional operations such as thinning, elimination of izolat-
ed points, etc. are not performed on the bimary picture. The reason
iz that significance of line elements may wvary from position to posi-
tion, or in other words may depend on the “"context": a set of line
elements forming a long line may mean the contour of the face or means
ingless edges in the background; a group of isolated points may come
from noise or show the existence of low-contrast edges around the chim,
The "context" information is used positively in the picture amalysis
progran.
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ITI-4-3. Analysis Program

Fig. 3-12 illustrates the general flow of analysis: it shows the
logical connection of subroutines in the apalysis program of human-
face photographs. In general, the analysis steps proceed from Basy
to difficult, and from grasping approximate information to detecting
accurate positions of eyes, nose, mouth and 50 on. Each subroutine
shown by the square box tries to detect each component (e.g., eye)
satisfying specific conditions (e.g., location, size and shape) in the
predicted region. A typical seguence of analysis steps is from(a) to
(h) as shown in Fig., 3-3.

There are several backup procedures with feedback interwoven
amgng the analysis steps. According to whether one step succeeds or
fails im the feature detection, which subroutine to be executed next
iz determined, and various parameters in  the program are mpdified.
The main part of backup procedures will be described in the next sub-
section I011-4-4,
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Figure 3-12 General flow of analysis program.
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A fundamental , useful techmnique of picture processing uwsed
throughout the program is an "integral projection®. As shown in
Fig. 3-13, a s1it of proper width and length iz placed in a picture.
A histogram is obtained along the length of the s1it by counting the
number of elements “*" in the direction of the width. Thiz iz called
an integral projection (curve) of the s1it. If the s1it is applied
within a suitable area with the proper direction and width, the inte-
gral projection tells reliably the position of a component in the pic-
ture even in the presence of noise.

Now, the analysis steps will be described in detail.

1) Top of Head

A horizontal s1it is moved down from the top of the picture. The
first position with sufficient cutput is presumed as the top of the
head H. This position is wsed only for setting the starting point of
51it application in the mext step, and therefore it nesd not be so
preciszely determined.

2) Sides of Face at Cheeks

Starting from the point of a certain distance below H, a horizon-
tal s1it of width k s applied successively, shifting downward with
h/2 overlap as in Fig, 3-14, Fig. 3-14(a) shows three successive
outputs. When the s1it crosses the cheeks, 1ts  integral projection
displays characteristic patterns Tike the Towest ane of the three in
Fig. 3-14{a): two long clearances and one or two peaks sandwiched by
them. The two long clearances are the cheeks, and the outputs at
these positions in the wpper s1its show the eyes orF sometimes the
effect of glasses. Thus we can determine the left and right sides of
the face as the left and right ends of these two wvacant portions.
They are indicated by L and R in Fig. 3-14, Since we need to know
these positions only approximately, the width 5 of the s1it iz set
rather large so that it can pick wup thin Tine portions.  Here we sat
k=10,
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Erroneous detection of L and R in this step will cause the suc-
ceeding step 3) or 4) to fail in detecting the expected components,
and thus the analysis will come back to this step again to obtain the
correct positions of L and R. (See example(1) of I111-4-4)

3} Vertical Positions of Nose, Mouth and Chin

A wvertical s1it of width LR/4 is placed at the center of L and B
as shown in Fig. 3-14. A nose, a mouth and a chin are probably in it
if L and R are approximately correct and if the face does not tilt or
turn a great deal. It is observed that 4im the integral projection
curve of the s1it the peaks appear which correspond to the nose, mouth
and chin. Fig. 3-14(b) is one of the typical curves. The integral
projection curve 15 then coded into a compact form by using the sym-
bols for the types of the peak and its length, as shown im Fig, 3-15.
The integral projection of Fig. 3-14(b) is coded as follows:

R{17)-B(8)-M(5)-B(3)-M(3)-B(10)}-M(4) (3-3)

Before coding, the curve is smoothed =o that small gaps or noisy peaks
are eliminated.

The form of this curve changes widely depending on the face and
existence of face inclination, shadow, mustache, wrinkles amd so on.
At present, nine typical curves are prepared as standard types. They
are also coded in the same manner and stored im the table. The table
iz shown in Fig. 3-16 with the explanation of how it i5 read. In a
word, each standard type specifies mutual pn§1tinna] relations of the
nose, @outh and chin. The table can be extended simply by adding the
new types. The integral projection of the fnput picture is compared
with the standard types. If it matches with only one type, the verti-
cal positions of the lower end of the nose H, the upper Tip M and the
point of the chin C are obtained. For finstance, the integral
projection{3-3) of Fig. 3-14(b) matches TYPE 3. If there are more
than one match, the matching criteria of the standard types are chang-
ed with a 1ittle more rigidity. In case there i5 no match, the match-
ing criteria are slightly relaxed, or the vertical s1it is shifted a

52




t i

i Bim) T I

'Jl' | m ] H{""J

E ) | ,

| | :

,E E Nim) ™ L{m)
| [

I § Dim) :{ L)

H— W

Figure 3-15 Types of peaks.

Jittle. And then matching is tried again. If there is no match even
then, this step is a failure, and the backup procedure will work to

reactivate the step Z).

4) Chin Contour and Smoothing

In obtaining the chin contour, a method 1ike tracing it from one
of its ends would probably lead in the wrong direction because of the
existence of line splits and extra lines, even if an elaborate means
such as line extension is employed. Such a method 1s substantially
based on the local decision, 1.e., line connectivity. Since we have
already known, at least approximately, the face sides L and R, the
nose N, the upper 1ip M and the chin C, we can limit the search area
for the chin contour. As shown in Fig. 3-17, the search area is de-
termined by L, R, C, M and N. Hineteen radial Tines are drawn down-
ward from M in every 10 degrees. These lines are expected to cross
the chin contour in the predicted area at nearly right angles, if the
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positions of L, B, C, H and N are correct. A slit is placed along
each radial line and its integral projection is examined. A contour
point B is detected as the peak nearest to M within the specified
area. The sequence of B's thus obtained for nineteen radial lines is
emoathed. The 1imit imposed on the search area and the smoothing en-
able this step to avoid mistaking long wrinkles or meck lines for a

part of the chin contour.

In the B point detection, B is not determined on the radial Tine
whose incidental integral projection contains no conspicuous peak
within the search area. In case B's cannot be determined on three
consecutive radial lines, the contour detection is judged unsuccessful.
The program activates the backup procedure. The cause is investigated
and an appropriate recovery action will be taken. (3ee examples (2)
and (3) of T11-4-4)

£ Figure 3-17

Extraction of chin

= =L : contour. The search

e L s - area is established

o e Ui and a s1it is placed
along each radial

=2 K Ay VA line.

HIE‘HI.IJII.I""““I

5) MNose End Points and Cheek Areas

A5 is shown in Fig. 3-18, by successive application of horizontal
slits starting from N, we can trace upward the nose as well as the
left and right face sides up to approximately the eye position. Both
ends of the nose, P and Q, are located. Then the left amd right cheek
areas are determined as those which are enclosed by the nose lines and

face=5ide Tines.
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6) Eye Positions
Examination of the vertical and horizontal dntegral projections

of the cheek areas gives the rectangles containing the eyes. Fig, 3-18
illustrates the method: first, wvertical susmation is done between
the face side and the nese side, and then horizontal summation in the
zaone obtained from the wvertical summation. fis in the case of
Fig. 3-19{a), the rectangle may contain a part of the eyebrow, the
nose or the face-side line. Even a part of the eyve may lie outside of
it. The following operations determine the position of the eye pre-
cisely: first, the operations of fusion and shrinking[29] are executed
in the rectangle cut out of the picture to eliminate gaps and hollows
which often appear in the eye area(Fig. 3-19(b), (c)). The connected
cosponent of the maximum area s then identified and singled cuwt in
the rectangle(Fig. 3=-19(d)). The parts which are outside the rectan-
gle, but which are connected to this component, are joined, amd the
fusion and shrinking are pevformed again on this extended component
{Fig. 3-19({e)). The position, the size, and the shape of the compo-
nent are examined whether they satisfy certain conditions which the
locations and properties of feature points so far obtafned impose.

verti:a} . i B - wertical

integra | ' : integral

projection = = - projection
4

=
F==

horizontal integral projection

Figure 3-18 Cheek areas and rectangles which
contain the eye.
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If they do, the eye center is determined as the center of the rectan-
gle which circumscribes the component(Fig. 3-19(f}). In this way, the
Teft and right eye centers, 5 and T, are obtained.

This concludes a whole analysis procedure. As the final result
a1l the feature points extracted are printed out on the lineprinter

a5 was shown im Fig. 3-4.

11[-4=4, Backup Procedures with Feedback

In the process of face analysis described above, errors may occur
in various steps. To manage them, several backup procedures with
feedback were introduced. In the following descriptions are deson-
strated a few typical examples.

(1) When face sides, L and B, are incorrectly located.

L and R are usually determined at the step 2) by detecting the
existence of two wide areas of the cheeks on both sides of the mnose.
The method iz very simple, and therefore sometimes they are misrecog-
nized,especially in a woman®s face like Fig. 3-20. When the analysis
proceeds to the next step 3), where a vertical slit is applied to find
the nose, mouth and chin, the integral projection curve differs marked-
1y from what is expected. Thus the analysis fails there. The program
goes back to the step 2) once more, and tries to find out another
possfbility for L and R, Fig., 3-20 is an example in which the correct
results were obtained in the second trial. HWe could determine these
positions correctly in this way for many pictures for which the analy-
5is was first unsuccessful.

(2) When the nose(N}, mouth{M} and chiniC} are incorrectly located.
There are cases where N, M and C are determined 1in the step 3)

a5 upward shifted positions as im Fig. 3-21. This trouble is discover=

ed as failures in detecting the chin contour at the step 4). Usually
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Figure 3-20 Figure 3-21
Misrecognition of L and R. Hisrecognition of
N, M, and C.

failures in B detection occur around the misrecognized C in a symmet-
rical manner. When this is found, the backup mechanism forces the
program to go back to the step 3) to re-examine the positions of
W, H and C.

{3) When the chin contour is unsatisfactorily located.

In the detection of chin contour at the step 4), there often
exists a short break in the contour, or the real contour 1ine partial-
1y sticks out of the search area. Then the complete contour is not
determined. Usually in this case, however, either half of the contour
is obtained correctly. Thus, as shown in Fig, 3-22, for the radial
line whose B was not obtained, a prediction point B' is determined
there by utilizing the symetrical property with respect to the verti-
eal axis., The same routine for chin-contour detection is again exe-
cuted with the marrower search region around B' and with the lower
threshold for peak detection. By this process it might be possible to
detect the thin portion of the contour which was undetectable in the
first trial.
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Figure 3-22

Failure in detecting
chin-contour points.

(4) When 2 wrong face-side 1ine results in a wrong prediction area of
the eye.

As shown in Fig. 3-23, one of the face-side Tines that are deter-

mined in the step 5) may extend to the wrong direction, which results
in a wrong prediction area of the eye, Thus, at the next step G6) the
component expected to be the eye does not satisfy the necessary con-
dition. Then a new prediction area is established from the pasition
of the other eye, and the determination of this eye position is tried

again. The face-side line is also corrected by tracing it dowrmward
from the correct eye position.

=

g¥e COrners area

. orrected
obtained . : .

c
face=5ide
Tine

Wrong
face-side
line

wms prediction
s, arega .o

Figure 3-23 HWrong prediction area of the eye,
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Other than the examples mentioned above, there are many minor
feedbacks. Compound feedback may also occur, For instance, the fail-
ure in the chin-contour detection activates the step 4), whose failure,
then, makes the program go back to the step 3).

It iz notable that this trial-amd-error process with the feedback
mechanism allowed each analysis step to be simple. The once-and=for-
all process would have required that each step be highly elaborate and
reliable, in order to avoid delivering erroneous results to the suc-
ceeding steps.

In many steps, simple pattern matching methods have been employed.
It should be mentioned that pattern matching applied to the restricted
region in a picture has a positive meaning in contrast to that applied
to the whole picture. A successful match means that what was expected
exists in the predicted region. [t increases the reliability of the
analysis results so far obtained and used for prediction as well as
adding the new result., On the other hand, failure in matching may
require that some of the program paraseters be modified or that a feed-
back procedure be activated for corrections and retrials.

[1I-5. PResults of Analysis

About 8O0 pictures of human faces have been processed by the pro-

gram described above. Most pictures (688) of this large data setwere
obtained in digital form at the World Fair *70 OSAEA in 1970. Nippon
Electric Company ran an attraction named “Computer  Physiognomy":
a person sits before a TV camera, the picture of his face is digitized
and fed into the computer, a simple program extracts lines and locates
a few feature points (the method is the same as that described in [32])
and, finally, his face is classified into one of seven categories,
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each of which is represented by a very famous person. Though the pro-
gram was not very reliable, the attraction itself was wery successful,
A lot of people participated in it, a number of whose faces were
stored on tenm magnectic tapes. They include faces of voung and old,
males and females, with glasses and hats, and faces with a turn, tilt
or inclination to & slight degree. It is of great interest to see how
the program warks with them, The rest of the data set comprises
pictures I toock for the purpose of investigating the performance and
Timitation of the program.

[11-5-1. Summary of Results

The results are swmarized in Table 3-1. The input faces wera
categorized into four groups:

{a) full face with no glasses or beard

[B) full face with glasses

(c) face with turn or tilt

[d) face with beard, and others
The first category corresponds to the faces which were assumed for the
frput of the program. The result of analysis was judged either
"correct" or "incorrect" by human inspection. “Incorrect” includes
erroneous results and unrecovered failures. In the case of incorrect
results, the step in which the error or unrecovered failure took place
i5s examined.

For pictures of the group(a), 608 pictures out of 670 were
successfully analyzed, giving all of the face-feature points corvect-
ly. For about 200 of them the analysis failed halfway once or twice,
but the feedback mechanism including diagnosis, correction, and retri-
al, made recavery possible,

Az iz seen fn Table 3=1, the program works fairly well also on
pictures of groups (b}, (c) and (d) which do not satisfy the presumed

constraints.
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Table 3-1 Summary of results of analysis

I111-5-2. Examples and Discussions

{1] Two sets of examples
Fig. 3-24 and Fig. 3-25 present two complete sets of examples.

In sach figure, part{a) is the original photograph and part{b) shows

the gray-leve] representation of the digitized picture on Ehe  Tine-
printer. Part{c) gives the binary picture in which the extracted fea-
ture points are indicated by dots. To verify how well the program

located the feature points, their coordinates are marked on the en-

larged original photograph as shown in part(d).

Fig. 3-26 shows the picture in which the same set of feature
points is located by  human. Comparison of Fig. 3-24(d) with
Fig. 3-26 shows that the computer extraction f§s considerably good.
Most results of pictures in the group(a) which are judoed as correct

are of this quality.
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The locations of the feature points obtained im the binary
picture may contain small errors: eye centers Tie a bit on the
puter side; face-side lines are apt to shift a Tittle to the darker
side. These phenc=ena stem from the property of the Laplacian opera-
tor used in the lipe extraction, The Laplacian operator, as is easily
seen, produces a big positive cutput whem it is on the darker side of
the edge in the goriginal picture. Thus, in the binary picture which
iz obtained by thresholding the differential picture, 1ines appear on
the darker side of the real edge, rather than just on the right posi-
tion.

In the next chapter, more precise locations are obtained by
returning to the original picture, for the purpose of face idemtifica-
tion.

[2) Face with facial Tines or extra shadow

Facial Tines and extra shadow in the face often result in trouble-
some Tine segments im the bimary picture, hence failure or error of
the analysis. In Fig. 3=27, the correct result is obtained becauwse
the search of the chin contour was limited to & small area based on
the implicit model of the face. Im the case of Fig., 3-28, the program
was deceived by the several parallel line segments near the mouth and
was not able to detect the face-side Time.

(3} Face with glasses

In the case of faces with glasses, the program uswally fails in
the step of eye detection or gives erroneous eye pasitions, but this
iz only natural becawse the program was not taught that people My
wear glasses!!; all the other results, however, are usually correct.
Fig. 3-29 illustrates an example.

[4) Face with mustache

In the face with mustache, thick line segments appear between
mouth and nose as shown in Fig. 3-30, and the nose (P and Q indicate
the nose ends) is often located below the right position.
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{c) {d)

Figure 3-24 Result of the analysis : example 1.
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(a)

(<)

Figure 3-25

Result of the analysis

G

(d)

example 2.




Figure 3-26

Photograph with feature
paints located by human,

Figure 3-27 Face with facial lines : example 1,
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Figure 3=28
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Face with facial lines : example 2.

Face with glasses.
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Figure 3-30 Face with mustache.
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Figure 3-31 Face with turn or tilt : example 1.
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Face with turn or tilt : example 2.
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Figure 3-35

Picture of low contrast.

{a) Original photograph

(b} Digitized picture (c) Binary picture:
by the beam (00) the chin contour
is not detected.
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(=) E}glféfeg_ﬁéfjﬁre (b) Result of the
by the beam (10} analysis

Figure 3-36 Effect of beam-intensity control

{5) Face with turn or tilt

Fig. 3-31 and Fig. 3-32 show the faces that involve a small
extent of turn and tilt., Though the results are fairly gqood, the
positions of mouth, nose enmds and eye rectangle have  some  errors
because no explicit compensation is made for the turn and tilt.

[6) Case of sparse chin-contour segments

Fig. 3-33 illustrates the case in which the feedback process with
adaptive threshold setting in the chin-contour detection made it
possible to detect a set of sparse line segments as forming the chin
contour.
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(7] Hoisy pictures

A lot of noisy points exist in the picture of Fig. 3-34. Howewer,
they did not produce any effect on the analysis result, thanks to
the wse of integral projection and the predictive nature of the
program. The operation of eliminating a small isclated segnents
beforehand may seem preferable, but sparse segments are often meaning-
full as in the case of Fig. 3-33.

(&) Picture of low contrast

In the case of pictures of low contrast arourd the chin, there is
ne chin contour detected im the binary picture. Fig., 3-35 15 Y
typical example. In this case, the beam-intensity control of the
flying-spot scanner(see Fig. 2-6) displays its usefulness, The
digital picture of Fig. 3-35(b) is sampled by the beam (00}, The use
of the beam (10) increases the contrast of the middle range fin the
digital picture as shown in Fig. 3-36{a). Therefore, in Fig. 3-36{b)
the chin contour appears in the binary picture and the analysis pro-
gram can detect it.

{9) Size variation

The program itself iz able to accept the size variation of face
yp to 15 ~ 20%. It may be readily extended so that larger wariations
are acceptable, by making combined use of the flexible scanning
program of F55 (see [[=5-1). Suppose a face in the input picture fs
too small, The program will fail in the first step of detecting the
face sides L and R, but the size of the face can be estimated. Based
on the estimation, Finer scanning with a smaller spot size will
probably produce a digital picture in which the face s of the accept-
able size.

APPENDIX C contains supplementary examples.  Huch more examples
would be necessary to completely show the excellent properties of the

73



program, but the successful results of analysis of more than 800
pictures have dempnstrated that the flexible picture analysis scheme
with feedback which was employed in the program 15 very powerful for

dealing with complex pictures,
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CHAPTER IV

IDENTIFICATION OF HUMAN FACES

Iv=1. Imtroduction

The recognition of a face §s one of the most common human experi-
ences, and yet it is very difficult to explain how this is done.
Little research has been reported on machine identification of faces.
This chapter describes an attempt at face identification of 20 people
by computer.

Main emphasis 4is put on computer extraction of face features
from the picture. The identification test of faces was conducted
mainly to verify the results of the feature-finding algorithms, as
well as to attempt an automatic viswal identificatien of people.
Therefore the method employed is rather standard and straightforward:
the picture is first analyzed to locate feature points; then, facial
parameters are calculated; a weighted Euclidian distance defined on
these parameters is used to measure the similarity of faces.

Iv-2. The Problems

To automate the identification of human faces, three problems
arise as in other pattern-recognition tasks:
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(1) Selection of effective features to identify faces

About face-features, a few works have been reported. Bledsoe[6]
and Kaya and Kobayashi[16] used gecmetrical parametrization on the
basis of coordinates of facfial landmarks, whereas Goldstein, Harmom
and Lesk[12] used subjective descriptors of features such as face
shape, hair texture and 1ip thickness,

(2} Machine extraction of those features

Computer processing of human-face pictures for feature extraction
has rarely been studied, Face-identificationsystems so far developed
are man-machine system, in which feature extraction is performed more
or less by human. In Eelly's work[17], only five measurements are
drawn from the face, and it seems that measurements in the body
picture, e.q., height and width of shoulders, play more fmportant roles
in his identification test,

(1) Decision-making based on the feature measuresents

This iz  related to learning machines in pattern recognition.,
Many elaborate alogrithms to derive the optimal decisfon rule have
been proposed.  Actually, however, in such a complex problem as the
identification of faces, the set of selected features mainly deter-
mines the performance of identification. In fact, Bledsoe and
Eelly used a rather simple weighted Euclidian distance. [n the
tasks of suspect-face-file search and fingerprint-file search, it is
more reliable and useful to find a small subset im which the target
is surely included tham to try to identify the best match in the file.
The rank-ordering process devised in [12] provides gquick reduction of
target population.

At present the problems (1) and (3) are not of our major concern,
though they are of interest. Computer extraction of facial features
is our principal purpose. In this thesis, the geometrical parametri-
zation was used to characterize a face; distances and angles among

76




such points as eye corners,mouth extremities, nostrils, and chin top.
These facial landmarks arve located by computer picture processing.
Decision-making uwses a simple Euclidian distance defined on the
feature parameters,

I¥-3. Computer Extraction of Face Features

[V-3-1. Data et

Machine identification of 20 peaple by their faces was attempted.
They were all young people, 17 males and 3 females, without glasses,
mustache or beard. Pictures of the subjects were taken in two series,
i.e., two pictures for each person. The first and second pictures
of the same person were taken in a different place with a time inter-
val of one month. Thus, & collection of 40 photographs of a full face
was used in the experiment. No special arrangements on lighting amd
other photographic conditions were made, except for asking the subject
to turn a full face. The films were processed in 2 normal way, and
positive prints with an appropriate size were produced tfo it with
the oppague-material head of the flying-spot scanner,

IV=-3-2. Two=3tage Process

Computer picture processing is carried out to Tocate face-feature
points in the face, such as eye corners, nostrils, chin contowr and
s an. A% shown in Fig. 4-1, the whole process consists of two stages.
The first stage is exactly the process described in CHAPTER II1: the
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whole picture {5 scanned to produce a 5-bit digital picture of
140 x 208 elements; the sampling is made at every 3 addressable points
by a.5 x5 spot by means of the flexible scanning program of the
flying-spot scanner; then the secondary differentiation and threshold-
ing yield a binary picture, in which the picture analysis program
locates a set of facial landmarks; an example of the processing result
of the first stage is shown in Fig. 4=2.

The coarse scanning by a relatively large spot has eased the
succeeding differential operation and feature-finding algorithms of
the first stage, but, for the purpose of face-identificatien, the
accuracy 15 insufficient. Once the locations of eyes, mouth, nose,
ete. are known, at least approximately, one can return to the original
picture to extract more accurate information by confining the process-
ing to smaller regions and scanning with higher resolution, This
refinement process is the second stage, which will be described im the
following two subsections.

Digital gray-level
Coarse scanning on picture
the whole picture
with Tow-pass First
filtering Einary picture stage
Extraction of
1 facial landmarks
Original «
rig /
picture
Fine scanning Fine image data of T
on the confined specific parts Sacond
regiens stage
Frecise location
of feature points ¢

Figure 4-=1 Two-stage process for computer measurement
of features of human-face photographs.
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Figure 4-2 Result of the first stage of processing.

IV=3=3. Sampling of Finer Image Data

The first thing to do is to obtain finer dimage data of the
confined portions. From the feature points obtained in the first
stage, four small regions are settled as shown fin Fig. 4-3. They
correspond to the right eye, left eye, nose and mouth. This time, the
scanning 1s made with the highest resolution, i.e., spot size = 1 x 1
(point spot) and sampling step = 1. The "best” beam intensity is
selected to obtain the details. Four kinds of beam intensity are
available as was explained in CHAPTER II (see Fig. 2-6). The best
beam intensity to be used for each region is determined as follows,
Take the nose region for instance. Fig. 4-4(a) shows the histogram
of gray levels contained in the corresponding region of the digital
picture which was scanned by the beam intensity (00) and used in the
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Figure &3

# ove regions Four regions to be
}re - I sampled fn the second

stage. They are
determined by the

The) "Ll positions of 5, T
= nose P, Q, and M.
2, fe—" region

§ = . Size of the regions:
AL = [Fmouth Eye == 70 x 40
i JE region Nose -- 80 x 50
i, €| Mouth -- 105 x 50 ,
i,/
.
E
L j i
A==
e
frequency
{a)
E H
=
=
e
=

frequency
(b}

Figure 4-4 Histograms of gray levels.
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{c) Mose {d) Mouth

Figure 4-=5 Printouts of detailed image data.

first stage (see Fig., 4-5(c)). The histogram indicates that the
shades of gray in the region range from & to 26. Thus the beam
intensity (10) will provide the best detail, because the middle range
is digitized into 32 levels, and the darker and brighter ranges satu-
rate to the Towest value O and the highest wvalue 31, respectively.
In fact, as shown in Fig. 4-4(b) the mew histogram of the detailed
image data of the nose region (Fig. 4-5(c)) proves the effect of this
beam selection: the whole digital range 15 used effectively.

In this way, the best beam intensity is selected for each region:
(o0} for the region of wide-range intensity, (01) for dark region,
(10} for mediwm, and (11} for bright. Fig. 4-5 shows the printouts
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of the detailed image data {upper) and those of the corresponding
regfons in the picture used in the first stage (lower). It can be
ceen that the upper pictures contain more detafls. This re=scanning
process can be regarded as a kind of visual accommodation in  both
position and light intensity; the conditions of image-data sampling
are adapted to the individual portions.

[¥=3=4., Description of Extraction Processes

After acguisition of the finer image data, the next processing
fs to extract more precise information from each vegion. This time,
all the operations used are very straight and simple:  thresholding,
differentiation, integral projection, and so on.  3Such simple opera-
tions suffice to get the facial details, because the program knows
what part of the face it is logking at and what properties it deals
with., Moreover it should be noted that this two-stage process could
reduce the memory and time which might have been wasted for processing
unnecessarily fine image data of irrelevant portions.

{1) Eye

Fig. 4-5(a) is the gray-level representation of image array in
which the right eye is contained. For each picture element 111. the
first derivative

"ﬂ‘i,j - |[I1-l.1-1+l1'-]j"'['i-I.]'H:| - E1i+'|j—'|*1i+'|j+l'i+]j+'|}|

P atiaga) - Bt lign g 1)
is computed. Fig. 4-6(a) shows the binary picture in which the (ij)
element has 1 if diijrﬂ or 0 if dl1j<B, The value of 6 1is set 15 in

this experiment.,
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{a) Elimination of irrelevant (b) Determination of eye
portions rectangle

Figure #4-6 Detection of eye corners

The operations shown in Fig. 4-6 can locate the eye corners
precisely. The first operation is to erase the connected components
which cross the frame edoge and lie outside of the circumscribed
rectangle of the right eye 31523354 that has been determined in  the
first stage (Fig. 4-6(a)). This operation eliminates the portions
that correspond to eyebrow, nose line, and hair. The circumscribed
rectangle of the remaining components, ﬁ1ﬁzh3ﬁ¢ is  determined
(Fig. 4-6(b)}; it indicates the precise location of the eye.

The same gperation is performed on the left-eye region. The
result is illustrated in Fig. 4-7; the four vertexes are displayed
in the gray-level digital picture,

(2) MNose

Im the nose region, the tws nostrils are the features that cam
be consistently aobtained, because they appear extremely dark.

Two small areas are fized, in which the left and right nostrils
may be contaimned, respectively. P=tile method i applied on each
area to determine the threshold that singles out the nostril from the
background: the threshold value is the minimum T such that the number
of points which are darker than T exceeds a predetermined number
P = 45. Points that are darker than T are located, and the fusion of
distance 1 is performed on it. The center of gravity of the maximum
component in each area is computed as the center of the nostril.
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Figure 4-7 Eye corners.

i &

il
4l
i

[a) P-tile method and fusion (b) Centers of gravity of
maximum components

Figure 4-B8 Detection of nostrils.

Figure 4-9 Centers of nostrils,
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Fig. 4=8 illustrates this process. Fig. 4-9 shows the results: the
centers of nostrils are displayed in the picture,

3] Mouth

Lip thickness and the shape of mouths are wvery distinctive
features of people, but it is not easy to extract them with consis-
tency. Therefore,in the mouth region, only the position and breadth
of the mouth are used.

The 1ips occupy a relatively dark and oblong area in the mouth
region as can be seen in Fig. 4-5(d}. As shown in Fig. 4-10, the
vertical integral projection is first calculated. The deepest valley
V corresponds to the dark portion where the upper and lower 1ips meet.
It shows the vertical position of the mouth. HMext, along this hori-
zontal 1ine, a narrow band is established as shown in Fig. 4-10.
From the horizontal projection of this band, the breadth can be deter-
mined by detecting the darker part; the detail is explained in
Fig. 4=10. The left and right extremities of the mouth located in
this way are displayed in the picture of Fig. 4-11.

Thiz completes the second stage of the processing.,  All the
facial feature points which have been extracted in the first and
second stages are used to calculate facial parameters.

Examples of the processing results are presented in APPENDIX D.
They are a part of 40 pictures used in the identification experiment.

1¥=4. Facial Paramaters

A set of sixteen facial parameters ¥ = {x]. gy vaen IIE} shown
in Fig. 4-12 is calculated. They all are ratios of distance and area,
and angles to compensate for the varing size of pictures. In arder
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to eliminate the differences of dimension amd scale among the compo-
nents of X, the vector X is normalized according to the following
equation: )

y, = =—=* L2121, 2 cony 16 (4-2)

where m, = E[:i]. UE = E[{xi - ni]’]; and E[-] stands for the average

Figure 4-10 Determination of mouth extremities,

Figure 4-11

Mouth extremities.
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over the whole set of data. That is, ¥ means how far the paraseter
value X is from the mean m,= E[:ij. normalized by the standard devia-
tion Tee ¥y takes a positive value if Xy iz greater than the mean and
negative if smaller than the mean. Thus a picture iz expressed by a
vector ¥ = {yI. ¥or cevn yIﬁJ.

On the other hand, the same set of facial parameters 15 medsured
by human hand in the enlarged photograph of the face using a millime-
ter scale and a transparent millimeter grid. The normalization s
also performed. This is done to compare the feature measurements by
computer with those by human. Hereafter, the superscript o or h is
put on the parameter variable ¥e when it iz necessary to  indicate
whether it is obtained by computer or by human.

x. = AB/OC
X, = ST/AB
%y = NC/OC

y = (Curvature of the
4 top of the chin

= [MEGC+AFCH)/(S,+5_ )
————— —— ¥
vy s, b T 5 N
A * 'fﬁ . = f
1'[ %:5 F . = KNJXC
£ B %, = NM/XC
. - X, = thE#hYJHST
5 . 5, Ayg * lughw )/ST
E H x L] -:2,."51
K, , ® Bf5T
5 s_Ir : hatched areas ¥, = ST/EN
Xyg * (ngh MWioy+o )

Figure 4&=12 Facial parameters,
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Before going to identification experiment, the effectiveness or
repeatability of parameter values has been examined in the following
way. Pick up a picture iT‘ Let lT' be the other picture of the same
person. Then

gl P 2o (4-3)
15 hopefully the minimum of the set
15 Ly, = ¥l L= 1020 ooy a0, k# 10, (4-4)

but this is not always the case. Let L”i b the Iri-th smallest of

Lii‘ Table 4-1 tabulates the average o and standard deviation e of

T OVEr the whole collection of pictures, i.e.,

a. = E[l'l".i] {ﬂ S:I
Et- = rE[{Ir:I: = “l']!]

FoFy ¥y By Ky Ky Fy Ky Ky TP Fyo Fip Fao Fao Tun Top ki

BLE 6.6 16,9 6,2 MR TR 150 IRT ILT IRT OTLE T8 87 8R0 BRLE O13E | 14,

%7 B& H8 2.0 BSA 101 M0LE M.D WY REOT.Y TR ORR BMA O &E NS

13,2 901 148 1A BRE BRI MALE AR ARZ 0 B3 A3 AR Ahod maa 1ad 1 |
7,1 &E 100 194 &8 EE OB ORT O ES FE ABLE BSR4 F MG Al

e e |

Table 4-1 Repeatability of parameter values.

The upper and lower rows corrFespond to, respectively, seasurements by
computer and by hand. It can be zaid from the table that the relidi-
ability of individual parameters is not very high. The accuracy of
computer extraction 15 slightly inferior to that of husan extraction.
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[V=5, Identification Test

The phase of identification test of faces was run separately from
the phase of picture processing. The whole collection of 40 pictures
was processed, and a1l the parameter measurements were obtained both
by computer and by hand. The resultant normalized vectors E'lr':" and
T& for I = 1 ~ 47 were vecorded on & magnetic tape.

The experiment was run as follows. The collection of 40 pictures
was divided fnto two sets of equal size. The first set that comprises
?0 pictures, one picture for each persom, is the reference set R, or
the set of known individuals. The remaining 20 pictures are used as
the test set T or the set of unknown individuals. Now the problem is:
given a picture in the test set T, find the picture of the same per-
son in the reference set R.

We chose a simple distance

L

18
ata vy = Ly, - yil* (4-8)

as a measure of similarity between the pictures ¥ and ¥Y'. Therefore,

Feature k 1

medsuresent "rE ! 2 3
Computer 10 g 10 110
Human 15 13 13 12

Table 4-=2 The number of people who were correctly
identified when all the parameters were
used, A better performance is obtained
when ineffective parameters are omitted
in decision-making.
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when given a picture YET in the test set, the answer 15 the picture ;
in the reference set such that
min d¥, ¥') = d{¥, ¥). (471
T'ER

The identification test was carried out for K = %3 1, 2. 3.
Table 4-2 summarizes the results., The correct iddentification is
45 - 75%,

Better results are obtained when ineffective parameters are not
used in calculating the distance, The parameters, the sum of whose
a, and B, is large, are rvegarded as ineffective.* In the computer
extraction, ¥es ¥a and ¥4 BrE discarded and in the humam extraction,
Yer ¥ and ¥ige Therefore only thirteen parameters are wused. The
results of identification test are presented in Table 4-3 (computer
extraction) and Table 4-4& (human extraction). The entry number stands
for the rank of the real target picture: "17 means that the correct
individual is identified. [Im both tables, 15 out of 20 people are
correctly identified in the best cases.

From this Timited experiment it is difficult to judge whether a
fully automatic idemtification of faces is feasible or not, but the
experiment has shown that the computer iz certainly capable of ex-
tracting facial features that can be used for face identification of
peaple, almost as reliably as a person.

S

*This criterion may be justified as follows. Suppose s follaws
a normal distribution H{“i.' 51._}. Then Ei = oy + E;‘_ is the rank below
which 84% of cases fall.
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¥-1.

CHAPTER ¥

CONCLUSTON

Summary of This Thesis

This thesis has been devoted to the descriptions of a new picture

processing system, and cosmputer analysis and identification of human
faces. Principal results obtained in this research are summarized as

follows:

iy

(2)

(3)

In CHAPTER II, a mew flexible picture processing system has been
developed. It employed system-subsystem organization; the mini-
computer and graphical 170 devices form a satellite subsystem of
the host computer. Intimate intercomputer comeunications are
realized between the two computers by means of a special software
support. The form of this computer-computer connection has shown
one of the new directions to the inhouse computer network, in
which high-speed transmission of a large volume of  data and
message switching of short commands co-exist,

In addition, the satellite can perform  intelligent jobs for
itself. It provides several characteristic facilities for
picture processing such as  highly flexible scanming and film-
recording  programs., Many examples of usage of the facili-
ties have demomstrated their wide and potential applicability.

In CHAPTER II1, the amalysis of human-face photographs has been
performed as a task of pictorial information processing. Given
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a photograph of the face, the amalysis program can locate facial
feature points, such as eye corners, nose, mouth, chin contour
and 56 on. More than 8O0 pictures were successfully processed
by the program.

(4] The flexible picture analysis scheme was presented and employed
in the analysis program of human face. It consists of a collec-
tion of rather simple subroutines, each of which works on the
specific part of the picture, and elaborate combination of them
with feedback interwoven makes the whole process flexible and
adaptive. The face-analysis program developed in this thesis is
one of the first ones that dmplement this type of amnalysis
scheme with feedback for picture analysis. Excellent proper=
ties of the program as well as successful results of the analysis
have proved that this manner of organizing programs is very
promizing to the analysis of complex pictures.

(5) In CHAPTER IV, wisual identification of people by their faces
was tested, 15 out of 20 people were correctly identified rely-
ing solely on measurements obtained by a computer. This is the
first success of machine identification of human-face photographs.

(6] Though simple, the two-stage process employed in extracting
precise features has a significant meaning. It is an example of
distant feedback: high-level decizion affects and controls dnput
sampling stage; the facilities that the new picture processing
system provides were demonstrated to be indispensable.

V-2, Picture Structure and Analysis Method

This section provides a discussion on the generalized concept of
the method wsed for processing human-face photographs.
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soveral methods of pattern recognition so far developed are first
discussed briefly from the point of manipulating the picture structure.

The technigues of correlation in two dimensions ¢€an be wsed for
pattern recognition. Prepared a file of standard objects, a given
seene is correlated with each member of the file and it is concluded
that it most resembles that object which gives the maximum correlation.
This type of approach is often termed “template matching™ and it has
an advantage that high-speed computation of correlation may be carried
out by means of optical devices. Although straightforward in concept,
the template-matching =ethod, we know, 15 less potent for recognizing
patterns with large variations, because 1t 15 sensitive to translatiom,
magnification, brightrness, contrast and orientation.

Statistical pattern recogniticn is  another dimportant approach.
The pattern is treated as a sulti-dimensional vector in the feature
space, the components of which denote individual observations, e.q., the
area of black portions im a character. A decision rule that divides
the feature space into subspaces assigns an unknown pattern to one of
predefined classes. Many algorithms have been proposed for construct-
ing the optimal decision rules. But in this method, as is often point-
ed out, the choice of features is more crucial than the decision rule.

In extracting features from a picture, two-dimensional Fourier
transforms and histograms of gray levels may be useful, for example,
in distinguishing corn fields from woods in aerial photographs, but
in cases where the structure of the pattern is of more comcern, they
do not work satisfactorily. Therefore, it becomes essential to pro-
vide the computer with the structural information of patterns.

Hoticing the analogy between the structure of patterns and the
syntax of languages, Kirsch{18], Harasimhan[24], Ledley[19], and oth-
grs took the so-called linguistic approach. As shown inm Fig.5-1, the
input pattern is first represented in a string of primitive elerents
which are extracted in a rather microscopic way. Them a syntactic
analysis is performed on the string in order to decide whether the
given pattern is in the particular class or not. This approach couwld
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be successfully applied to line-l1ike patterns, such as handwritten
characters, tracks of bubble-chamber photographs, and chromosome pic-
tures, achieving more flexibility than the tesplate-matching method
or the method based on the statistical decision theary.

input PE:EQE:EE‘ string Syntactic
pattern extraction analysis
*
Grammar (Structure)

Figure 5-1 Introduction of structure in the liguistic
approach; this scheme is not satisfactory
for complex pictures.

The Tinguistic approach presents certain difficulties in its ap-
plication. In addition to the difficulty in describing a two-dimen-
tional image in the string form, the method suffers from the fact that
the stage of primitive-element extraction does not know what element
is meaningful and what is noise because §t fs separated from the stage
of syntactic amalysis. Another reason for this is that primitive ele-
ments are uswally line segments and arcs: they are neither subparts
nor substructures of the picture, but only convenient wnits of process-
ing. Recently a methed appeared which wses a description of the
picture in terms of properties of regions ({e.g. circular) and rela-
tions between them (e.g. adjacent), instead of lines[2]. It may have
the same kind of disadvantages wnless ®he relational structures of
gbjects which are stored do not direct the process of pictorial analy-
iz of a4 given sceme.

In order to overcome this difficulty, Shaw[33] proposed a top-
down goal=directed syntax analyzer. It “parses™ the picture 1in the
analogous manner to a classical top-down string parser:  the grammar
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iz explicitly used to direct the analysis and to control the calls on
picture processing routines for primitive elements. Unforturately
the relation the analyzer uses 15 only the head-and-tail concatemation,
thus limiting its applicability.

Now, Tet's discuss the significance of the sethod [ employed dn
analyzing pictures of human faces. Some difficulties would be en-
countered if the linguistic approach were taken for human-face analy-
5is. Suppose that small Tine segeents, arcs and the Tike are selected
as the primitives., Then the resultant rules for composing a face
wiuld be intolerably complicated and awkward. Moreover, & lot of
neisy line segments unrelated to the face structure, perhaps from
wrinkles and hair style, would be annoying., Thus it 15 more conves
nient to consider a face to be composed of larger substructures such
as eves, nose, mouth and so on, having the relatively macro-positional
relations. HRecall that the eyes, for instance, ave recognized as such
only im the context of a face; in fact, many other components show the
shape of the eye in the picture. This means that the search for the
component with the shape of the eye should be done im the region im
which the eye is expected to exist,

The scheme of Fig. 5-2 which I employed s better for this pur-
pose: first the region in which & particular part (e.g. head top) is
predicted to exist is determined by taking full advantage of a2 priopi
knowledge about the object class of pictures and of the global but
sometimes not so precise information extracted from the inmput picture.
Then the component with specific properties is detected in it. Az a
result, the information about the picture under processing 1% rein-
forced and this can be wsed, in turn, for determining where to look
for the next part. [Iteration of these processes leads to the acquisi-
tion of information engugh to describe the given picture.

Procedures of detecting parts are divided inte subroutines and
they cperate on the estimated search area under given constraints,
Each procedure can take advantage of the fact that it knows what to
Togk for and where to look at. For rough and tentative estimation of
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Figure 5-2 Generalized concept of the picture analysis
scheme employed in this thesis.

search areas, procedures insensitive to noise are used which might not
be so accurate, but once the search areas for specific components are
established, accurate procedures are employed which determine the ex-
act properties of the components, and which sometimes incorporate
ad hoo metheds. If the program fails to detect the component satisfy-
ing the specified conditions in the predicted area, it diagnoses the
cause, and may modify the program parameters, or may go back to the
forser steps. This kind of feedback mechanism makes the whole pro-
cess very flexible. Note that it alsosimplifies each step of analysis:
perfect results need not to be obtained in the once-and-for-all process-
ing, for the errors, when detected at Tater steps, can be recovered.

The feedback may involve the input scanning of the picture to
obtain more proper image data. A simple example is the two-stage pro-
cess described in the first part of CHAPTER IV for extracting precise
features of the face. This "distant" feedback prevents waste of memo-
ry and time for treating unnecessarily fine image data.
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The scheme described above resembles somewhat the top-down goal-
directed syntax analyzer of Shaw[33] in that both employ “detection-
after-prediction" process. In our scheme, however, (1) a priord
structural information about patterns is embedded inm the procedures,
therefore, (2) the next part to be looked for and its search area are
determined by taking into account a broader context than the Tlocal
head-tail connection in Shaw's analyzer, and {3} modification of the
program parameters and backtracking can be performed more flexibly.
In contrast to Shaw's approach it may be a more problem-dependent
scheme,

V-3, Picture Analysis and Problem Solving

The picture analysis scheme wuwsed in the analysis of human-face
photographs 15 fundamentally as follows: & collection of routines is
prepared, the mesber of which works on the specified region and wields
certain results when given a set of data it needs; the routines are
called into action in the appropriate sequence with retrial and feed-
back interwoven.

This scheme, when advanced, leads to the wview that a picture-
analysis program should be a problem=solving program: that is, the
analysiz does not proceed in a predetermined order, but the program
decides the best sequence of analysfs steps depending on individual
input pictures, on the basis of o priori knowledge and evidence so far
gathered about the given input. The program selects from a collection
of routines one that 15 expected to give the mast reliable result.
The selected routine 15 executed and the total information about the
input imcreases. In this way, the program reaches the goal of describ-
ing the given picture. Im its process, the several aspects of problem-
solving techniques will appear inevitably, such as evaluation of inter-
mediate results, subgoal setting, backtracking and 5o on. The problem
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of data structure is the most essential in this method, and one pos-
sible approach is discussed by Nagao[21].

In the present version of the face-analysis program, the correc-
tion, retrial and backtracking are not sufficient. The main reasons
for this are: (1) the face is not an object that reguires such a high-
level capability of problem solving, and (2) the program coded in the
assembler language makes it difficult to implement decision making with
high complexity, recursive call of routines and storage of variable-
length data.

The second point will become a serious obstacle to manage a wery
complex picture, Therefore in the advanced picture-analysis program
the processing of low-level image data will be coded, for instance,
in the assembler language for high-spesd operation and the part of
higher=-level decision making will be programmed in the symbol manipu-
lation language such as LISP to facilitate the usage of problem-solv-
ing techniques. The system described in CHAPTER Il is designed so
that it can be wsed to develop such advanced picture-analysis
programs .

The problem of computer picture processing has many  different
phases., Sometimes, a single transformation performed upon the whole
picture may suffice the purposes, among them wuniform enhancement or
smoothing. When it comes to analysis or understanding of the picture,
the problem will involve much deeper aspects; structure, Eknowledge,
and problem solving. The results of this thesis suggest that, rather
than individual techniques of picture processing, it is more essential
to combine them in a proper manner based on the context and structure
of the picture. The work reported here will serve to advance picture
praocessing in that dirvection.
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APPENDLY A

DESCRIPTION OF HARDWARE AND SOFTWARE OF GIRLS

A=1. GIRELS-Interface Controller

This section deseribes in detail the functional capabilities of
the GIELS-interface controller(Fig. A-1), which contains special inm-
terfaces designed for the picture processing system. There are four
connections; MACC-NEAC, MACC-F55, MACC-CRT and MACC-Graf/pen.

A-1=1. HEAC-MACC Connmection

Az shown schematically in Fig, A-2, the GIRLS interface performs
three fupctions; data transfer, interrupt and status sense which take
place between NEAC 2200/200 and MACC 7/F. The two computers are con-
nected by a set of 64 coaxial cables. Table n—lfa} shows the instruc-
tions of MEAC and MACC related to this connection.

1} data transfer

The data flow and registers in MACC-MEAC connection are shown
in Fig. A-3. Data transfer is done in & bit-parallel mode. One char-
acter (6 bits) of MEAC corresponds to the lower & bits of one word of
MACC: a5 illustrated in Fig. A-2, seventh through sixteenth bits of
MACC word are neglected when transferred from MACC to NEAC, and 0's
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Figure A-1  GIRLS-interface controller.
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Table A-1{a) Instructions for MACC-NEAC comnection,
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Zawice  BCHIne code

B P [teexpdeci=al] fungticn
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Table A-1{k) Instructions for F55 control,
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Table A-1{¢c) Instructions for Graf/pen control.
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Table A-1{d} Instructions for CAT contral.
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are set there when NEAC to MACC. Eit serial transmission, which is
often employed in data-communication networks, might be anather method.
In our system, however, the situations are different. The two computers
employ completely different bit systems. NEAC is 6-bit character-
ogriented and MACC is 16=bit word-oriented. They have stronger connec-
tion than mere data-communication. So the informationto be transferred
includes raw pictorial data, object machine code and high-level command.
Hence, data editing and decomposition are to be carried out depending
on the individual cases by software,

There are two kinds of method for data transfer,
(i) program transfer

The content of the accumulator of MACC is transmitted by a WT
[output) or RD{input) instruction in the program. The transfer
rate depends on the program, and the maximm rate is
12 psec/6 bits.

(11) ODMA(Direct Memory Access) transfer
The data is transmitted directly from/to the memory of MACC. The
rate is B ~ 12 psec/E& bits or in average 730 kbps. This high
transmission rate permits quick transfer of a large volume of data
which is very cosmon in picture processing.

In both cases, NEAC executes a POT instruction before the transfer
of one block, and then the data flow between HEAC memory and the reg-
ister of GIRLS interface.

A POT instructiom has the following format:

PODT A, E], tz. Ea,

"A" j5 the address of the first location of the memory area to be
transferred. c] and EE irficate the channel and trunk mmbers, respec-
tively. €y is a 6-bit contrel character to specify I/0 conditions,
Each bit was given a specific meaning as shown in Fig. A-4. Warious
combinations realize a variety of data-transfer functions. The value

of £3 iz set to 2 special register(C register) im GIRLS interface just
when the PDT instruction starts. Since MACC can read the © register,
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the program in MACC is able to know the I/0 condition specified by the
POT, thus to react properly.

DE bit of CJ has a special function. It enables double buffers
to be used altermatively. To illustrate it, suppose that double
buffers, A and B in NEAC and P and 0 in MACC, are prepared as shown in
Fig. A-=6, and that data are transferrved from MACC to NEAC by means of
DMA (thus DMA=1, OUTP=0). DE=1 affects as if the next location of Hn
WETE A] , and the next of Iln WETE PI. Therefore, the transfer from P
buffer to A buffer and the transfer from § to B occur alternatively
without resetting of the start locations of buffer areas by the program.,
Thus MACC progras can write in P buffer while O buffer iz transferred
to MEAC, and write in O while P is transferred. In this way, the DB
function enables continucus high-speed data aguisition and transfer to
agccur at the same time.

Among many other functions, temporary or complete stoppage of data
transfer can be made auwtomatically or by 2 program command from NEAC
or MACC, in order to permit flexible data transfer between the two
computers.

— M buffer — B buffer ——
A,1 ‘ﬂ'E .ﬂ.a ........ ﬂm‘é] BE Elr1

NEAC ® @\
Record

[ F I W )
mark

MACLC

Py Py Py eneens POy eevniiaannn q,

m

F buffer —J L 0 buffer '—’;

Figure A-5 Data transfer by means of double buffers.
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2} Interruption

(1) interruption to NEAC (1 lewvel, 3 sources)

Two program interruptions caused by WT instructions of MACC.
Record mark interruption caused when the character with a record
mark is accessed during POT execution. It indicates the end of
transfer of one Block bounded by the record mark.

(i1} interruption to MACC (3 levels)
Program interruption caused by a PCB instruction of HEAL.
Record mark interruption during POT execution.
POT interruption caused when POT instruction whose © bit of c3
iz 1 starts. In case this interruption occurs, actual data trams-
fer suspends, and begins only after the RESUME command is executed
in MACC. Theréfore, after a MACC program checks Ea of the POT by
reading C register in GIRLS interface, it can postpone the actual
data tramsfer, or even cancel the POT, depending on its own program
status,

3) Status Sense

Two status-sense lines for each direction HEAC—MACC{PS0, PS1, PAZ,
PAG). A program of one side can semse and know how far the program of
the other has gone.

A=1-2, MACC-F55 Connection

811 the sampling is done in a random scanning mode under the MACC
program control, for, as explained in 1I-2, necessary scanning arca is
not always the whole frame, but scan of the specific area under the
specific condition is desirable. Fig. A-6 is a functional diagram of
the F5% controller. Tabkle A-1{b} 1ists up the control instructions

of F55.
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First, the ¥ and ¥ coordinates of the scanning point are speci-
fied to 10 bits each and set to GX and GY registers, respectively.
Then, a WRITE STROZE command is sent. It turns on the beam, and
transfers the coordinate from GX and GY registers to X and Y registers,
whose outputs are then fed into two digital-to-analog converters. The
light produced at the prograsmed X-Y location on CRT is divided into
two beams by a half mirror. One beam goes upward, and is focused onto
the film plane. The light transmitted through the film enters the Film
photomultiplier whose cutput forms A channel. The other beam passes
straight to the opaque material plane. The light reflected by the
material is collected by four photomultipliers with a mirror tube,

The summation of those cutputs (2 Vp-p signal) is B channel. By
manual selection, one of three amalog channels, A, B, A-B, i5 fed into

wite strobe

a0 Az

e

Figure A-&  Functional diagram of F55 controller,
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Figure A-7 Relations between gray tone and output value
for each beam intensity.

both an analog-to-digital converter and the slicer, the threshold of
which i% a programmably settable number of 3-bit-precision. Finally,
the five=bit-precision output of ASD converter or the binary cutput
of the slicer 15 read into the accumulator by a RD DATA command.
After the WRITE STROBE command, the RO DATA command has to wait for
the time of moving the spot (max 11 wsec), stabilization of electro-
optical circuits (2 psec) and analog-to-digital conversion (2 usec),
but in this while the computer can do other computation, typically to
determine the next scanninmg point, and thus wastes mo time. In this
way, the sampling of one point can be done within 15 upsec.

If the time interval between the successive WRITE STROBE commands
is less than 95 psec, the beam continues to be on, but if the next
does not come before 95 psec, then the beam is turned off to protect
the phosphor screen of the CRT.

Amang a number of program settable parameters, the “beam inten-
sity" is worth mentioning. The two-bit number selects one of four
relationships between digitized ouwtput and brightness of the material
to be sampled (see Fig. A-T).

This function permits image-data sampling in the most desirable
condition depending on the dynamic range and contrast of each material.
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For the beam {00}, 32 guantization levels are spread uniformly owver
the whole range of brightress, whereas for the beam [01), they are
concentrated into the darker range, and the brighter range gives satu-
rated output 31, The beams (10} and (11} correspond to the middle
and brighter ranges, respectively. The brightness digitization,
therefore, has substantially 6-bit resolution for gray scale. This
control is accomplished by changing the second grid voltage of the
CET in two levels (slope of I/0 relation) and the offset voltage of
the video preamplifier (window of the digitization). Thiz range and
contrast control as well as other functions plays an i=portant role
in the "flexible scanning program” which has been described in 1[-8-1.

The film transport advances or reverses 15 mm perforated film by
the sprocket wheel connected to a stepping motor. Frame changing time
iz about half a second. Fig. A-8 is a picture of the film transport.

The F55 iz also used as a film recorder to record computer out-
puts on raw film,readily by replacing a scanner head with a camera head.
The contral is almost in the same manner as input, with anly exception
that the time of "beam on" is program-controlled in order to produce
shades of gray on the film.

Figure A=B Film transport,
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A-1-3. MACC-Graf/pen Conmnection

Fig. &=9 shows the bleck diagram for the Graf/pen and interface,
and the related instructions of MACC 7/F are listed in Table A=1{c).
The spark is initiated by pressure of the stylus om the tablet. X
and ¥ counters start with the spark trigger. Soundwaves from the
spark propagate through the air to the sensors and cause the counters
to stop: the counters then comtain 10 bit numbers proportional to
the X and Y distances from the stylus spark to the sensors. After
these numbers are settled in the counter, a "data ready" signal is
generated and it causes interruption to MACC. Then the MACC program

(o]

—“:HI:CE]:—Q—'I'

H

A mf'r
e

C o

: 1 founter 1—@[ H (1

T

; intarregt

(dats repdr) Spark

control

pfi-up or Pn-down

Figure A=-9 Diagram of Graf/pen controller.

reads im the E-¥ coordinate by RD commands., The data format is given
in Fig. A-10. 3ince coordinate pairs are gensrated repeatedly at as
fast as 200 pairs/sec, or in every 5 msec. at maximem, MACC affords to
engage in additional processimg on the data, e.g. smoothing, inter-
polation etc., while reading data intermittently.
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15 5 1]
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i5 k] 1]
n ¥

Pen down(1) MACC 1 word = 16 bits

ar Pen up(0)

Figure A-10 Data format of Graf/pen.

Fitmwd M5 X
I-lﬁl

._.E L

contral

Figure A=11 Diagram of CRT controller.

A-1-4. MACC-CRT Conmnection

The logic and interface for the storage CRT is very simple. The
diagram of Fig. A-11 and instructions of Table A-1{d) explain almost
everything. The writing beam's position is specified by 10-bit-pre-
cision ceordinates. There are three operating modes; STORE (stored
display), MON-STORE (just 1ike convensional CRT), and WRITE-THROUGH
{illuminate the writing beam's locatfon without storage, in addition
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to the stored display). Choice of the mode is made by a program com-
mand or a manual switch on the control unit. In the STORE-mode of
aperation, the writing beam has to stay for 20 psec at the writing
position to store the data, and the deflection time is about 5 usec +
3.5 psec/om, It follows that the maximum storage rate 15 about
40k points/sec.

A-?  Saftware Support of System

The GIRLS system has been constructed so that more efficient,
systematic wse of the graphical 170 devices under the control of
MACC 7/F may be realized by means of computer-computer communication
between NEAC 22007200 and MACC 7/F. Tao this end, a special software
support has been developed. This section gives a technical descrip-
tion of the software.

NEAC 2200/2.) MACC 7/F

L]
.y oo Qigplay & CRT
Q Il:!;llt“bﬂ
r ¥l
r -
[
.=yl =/ 2
- S g Casrscter CET
p-iatarface 4:,.,.-_'_‘_'__-_‘_“ .
LH]
1 i *
al Hamming
pragran
[l
Lk
L ]
eemLral
Laeriin
[E]

Barrer fuartn
WO D

Figure A-12 Software organization of GIRLS.
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A-2-1, Organization

Fig. A-12 shows a schematic diagram of software organizaticn and
data flow im solving a picture processing problem. [t consists of
four parts;

(1) User's problem-griented program in NEAC:

It analyses the picture and manages the main sequence of analysis
proceduré. For instance, the part for manipulation of image data
may be written in assembler language, and the part for decision-
saking may be written in LISP.

{2) A collection of routines for versatile class of operations in MACC:
It includes scanning, preprocessing, display, man-machine inter-
action, and feature measurements.

[3) a-monitor im MACC

{4) g-interface routine

{3) and (4) support intercomputer communication; they handle the
demands for a program set-up from NEAC to MACC and the demands for a
file access from MACC to NEAC, and contral the data transfer between
the two computers. Under the control of a-monitor and g-interface
routine, the data transfer is extremely simplified by macro=instruc-
tions that enable MACC users to use the units of disk and magnetic
tape of MNEAC in exactly the same way as though they were attached to
MACC.,

A-2-2. g-monitor

g-monitor resides in the main mesory of MACC 7/F and controls
execution of programs. EBecause of the Timitations imposed by a mini=
computer, its major function, unlike a large-scale operating system,
is just to facilitate intercomputer communication. It accepts a
command from NEAC to cauwse an appropriate program in MACC to rum, and
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manages data transfer,

A11 the programs under the control of a-monitor are identified
by the intrinsic program nueber. It consists of four hexadecimal
digits as shown in Fig. A-13; the first three are package number and
the last one 15 unit number. A unit of program is an independent
routine that has ome specific function, e.g., F55 scanning. As many
as one package (16 units) of programs are able to exist in the maim
memory At a time, as long as the memory space allows. The registration
of & program is made just by writing its entry address im a particular
table.
1} Set-up of program run

There are three ways for setting up a program to run in MACC 7/F,

{i} A program in MEAC is able to call routines registered im MACT
by zending via E-interface routine a calling segment of the
format shown in Fig. A-14; the first three characters (which
correspond one word of MACC) indicate the program number to
be set uwp; then follow parameters or argquments of the program,
the size of which is up to 31 x 3 characters. The user is
responsible for preparing the segment with appropriate program
number and arguments. It is just 1ike a subroutine call im
FORTRAN: CALL PROG# (ARGY, ARGZ, ..., ARGn).

(i1} MAn operator at MACC 7/F presses the console-interrupt buttom
to communicate with a-monitor. Then he can enter the program
number and arguments via TIY or PTR, which causes the corre-
spording routine to rum,

(i11) A program in HACC can call other routines by executing the
macro-instruction CALL NEXT. About macro-instructions, see 4).

Py Pa| P3| U Figure A-13
4
Package Unit Program nusber.
Aumber number
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1
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3 characters max 31 x 3 characters

Figure A-14 Calling segment from NEAC to MACC.

2] End of routine run

A routine in MACC quits to rum and 15 closed by executing a STOP
macro-instruction. Then the control returns ©o c-monitor. It sends
an end message to E-interface routine to notify the end of routine run.

3) Macro-instructions for data transfer from/to HEAC

These provide MACC users with facilities for data transfer frosm/to
the core memory, disk, and MT of NEAC. HAvailable instructions are
listed imn Table A-2Z{a). By using them MACC can share the storage
devices and lineprinter with NEAC, which offers ease of programming
and economical advantage. In summary, communication between programs
in two computers is accomplished by two mt.hnlds', (1) command message
by sending a calling segment, and (2) a large volume of data by shar-
ing storage devices.

4) Macro-instructions for calling o=monitor

To help communication between a-monitor and a user's program,
several macro-instructions have been prepared. Table A-Z(b) shows
the names and functions.
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Hamg Forma L Fanttion
KRITE CORE J5 SIS V10 Transfer ome word of MADD to Ehe lower 16 bits
6; af ¥ chirscters of NEAC, The location of the
<buffer addressx; | buffer in HERD 15 specified by a RESET macro
of A-interface routine,
SET DISK J5 SIS VI Set CC{cylinder), TT{track], amd RA[record] of
1 thi disk device,
it
ER;
READ DISKE J5 SLF vi0y Read two records of the disk(Z56 charadteri)
8; into the <buffers.
cbiffer addresss;
WRITE DISK J5 FLF VH0g Write 288 characters of ERe <bBuffer> into twd
1 records of the disk.
wbuffer addresss;
AEWIRD HT U P [ 1 B ind <MT fg, >,
10;
iMT
FORWARD HT J5 FIF "0y Forwardspace <MT no.=.
11z
<MT mo.>j
BACESIFACE MT LS PR [+ H Backipace <HT Ao,>,
12;
*H'i' no.*;
RERD MT J5 J1F 105 Regd pre record (256 characters) from
i <7 no.* to the <buffers,
“HT na.>;
by ffar eddresss;
KAETE MT JE A I write 256 characters of <buffers in <HT mo.>
14; as one recsrd.
<HT pi.*j
<kuffer addresss;
SET BAT J5 S0 cdevice no.s= <MT po, > oF "20[disk}
15; .
cdpvice no.ri IPsage: SET BAT
TS .
RESET BAT 15!H i tprpg Ay RARes
i ETBAT
A uier can, semingly, store any ? B of data in the =devices
withigt paying any stbenticn to the location and sipe of the
buffer in WACL @ a-monites prepares a fized buffer, the last
lpcation of which is memery-protected; a uier writes data in bhis
butfer successively by the repetition of * TAL 2E IR S
the violaties of memary protection Lells a-monitor that the
buffer becomes Tully 1B Erarsfers data  to the <devices of
KEAD and resebs the content of "34 o the first location & tha
Euffar,so Rat the whole process may repeat.
Table A-Z[a) Macro=instructions for data transfer

from/to NEAC.
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lamp Format Fumctian

STOP N T Quit the sxstytion of & uier'd progras,
ratura the comtrel B3 a-®monlter and
potify A-interface routing of the end af
thi progres run.

CHLL HEXT J5 f1F "16; Start the exsfubion of the progran
LPrOgTan No.*; specified by <program no.x.

CALL MACED | J5 SIS "N10; Sart the execution of the macro routine
CRIETD Rl pecified by <sacrd mo.>.  The function
<arquesnts ; i9 jwit the same as  JES1/"41EXTimacro;.
< e EH

SET ERIT S5 1 1 Cofmecl the exit routire of <interrupt
cinterrupt no, > | ms.> with cgnbry asddresss> so that when
“gntry address= | that Esterrupbion occurs the program

starts o Fun,

RESET EEIT [ J5 JSor *12; Make the imterruption of <interrupt no.»
simtarrupt no.>; unal Towakle,

Table A-2{b)

Figure A=1%

Core map of
MACC T/F.

Macro-instructions for calling a-monitor.

(o)

h tqﬂ]!l

QJ=page

)

\;qx T \ ),

a=moni tor

NI o0
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5] Loader

In case the progras requested to be set up is not in the main
memory of MACC, the loader rolls it in from a magnetic tape of MEAC
or a small disk of MACC. Fortunately in MACC 7/F, if carefully coded,
a unit of program can be relocatable in the level of machine language.
ATl the facility programs of GIRLS are coded in such a way.

In addition to the above functions, a-monitor contains I/0 macro-
instructions for TTY and PTR, the routine for power fault, etec.
a-monitor is divided into modules and so its size depends on their
combination; the minimum crganization including the loader occupies
about 1.3 kwords of core. The core map of this case iz illustrated in
Fig. A-15, a-monitor itself consumes as many as 64 words in the 0-page
(address 0 ~ 258}, for it is desirable that as large D-page area as
possible is open to users for writing efficient programs.

A-2-3, E-Interface Routine

fi-interface routine sends a calling segment to MACC in order to
request a-monitor for setting up the corresponding routine to run.
[t responds to file-access demands from MACC to make the peripherals
available to MACC users. E-interface routine runs mainly im the exter-
nal mode of NEAC in response to the interruptions from MACC, amd there-
fore other programs can run in the normal mode.
There are two macro-instructions that g-interface routine handles;
RESET AND CALL MACC
HESET
The first is used when KEAC uwser calls routines in MACC, whereas the
secgnd is wused when the routine set-up is to be done in the MACC side.
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APPENDIX B

COMPARISON OF LINE-DETECTION OPERATORS

Example 1

fa) Gray-lewvel
picture

(b) Laplacian
aperator
(Fig. 3-8)

(b=1) @ = 25
(k-2) 8 = 35

(c)] Robertz
operatar

(Fig. 3-10(a]})

(=1} 0 =4
(c-2) & = 2

eFry

=
=,
e

ko

{d) Maximum of
differences
{Fig. 3=10(b))

(d=1) & = &
(d-2) &6 = 2




Example 2

{a) Gray-level
pictura

(k) Laplacian
aperator
{Fig. 3-8)

Eb—1ﬁ B = 25
b-2) 8 = 35

(e)] Robertz
[ aperator
i (Fig. 3=10{(a))
' Ec-1j o= 4
c-2) 8 =2

(d) Haximum of
differences
(Fig, 3-10{B))

d=1) &6 = 4

d-2) 8 = 2




AFPENDIX C

SUPPLEMENTARY DATA OF RESULTS OF AMALYSIS
OF CHAPTER . IT1

L e

1. Simple Case
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Chin contour with breaks

2.

Separated eve components

3.
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Face with facial lines

L

LT

al

Face with glasses; eye centers
1

happened to be obtained

5.



6. HWoman's face

parse chin contour
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APPENDTX

D

RESULTS OF FACE-FEATURE EXTRACTION
OF CHAPTER IV

This appendiz contains 10 sets of pictures
(2 sets x & persons)] to show the results of
face-feature extraction described in CHARTER IV.
They are a part of 40 pictures used in the
experiment of face identification. Each set
comprises 1 (i) a digitized gray-level
picture; (ii) a binary picture in which the
feature points located in the first stage of
analysis are marked as dots; and (i1} pictures
displaying the rigoht eye corners, left oye
corners, nostrils and mouth extremities, which
are located im the second stage of analysis.
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