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Integration-time based. time-domain computation provides an area-efficient way to  process image 

information by directly handling photo-createdchargeduring photo-sensing. We have fabricatcdandtested 

two integration-time based, time-domain computational image sensors. The first is a multi-integration 

time photo-receptor which uses different integration periods depending on light intensity. I t  exhibits 

adynamic range for light intcnsity 128times larger than thatofa single integrationperiodphotoreceptor. 

The second is a CCD-based range-finding sensor which exploits two charge packcts  for  1 ighc ititcgrat ion 

and dctectw the delay of the receiving light pulses. 1 1  has detected 15 c m  distnnce differ-cncc. 

I Introduction 

Combining time-domain computation with image-sens- 
ing by means of VLSI is a powerful approach as demon- 
strated in motion detection,' change detection? and 
range-sensing3 However, most previous work such as 
edge detection4,   moo thing^‘^, image compression* has 
focused on the spatial image computations after the image 
is formed. As such, these computations can be performed 
off-chip. In contrast, the time computation. which is per- 
formed while the image is being sensed, can get unique, 
rich, and otherwise not obtainable information. For exam- 
ple, time-domain computational sensors detect li ht in- 

time-domain computation is done in a single pixel ele- 
ment, so it can be implemented easily as a pixel-parallel 
image sensor. 

Implementing computations in a small pixel area is still a 
very difficult problem. Charge domain Computation is an 
areaefficient solution for this difficulty. Electric charge 
as a signal is directly processed in the Si substrate, as it is 
transferred in the CCD. There are many exam les for 
charge-domain computation in image sensorsf9. The 
computations so far realized by those sensors, however, 
are mostly spatial computations, since the computational 
operands are charge packets, i.e. the result of integrating 
photo-created electronsholes. Temporal computation in 

tensity change'** or the time at the peak intensity 5 . The 

an image sensor by charge-domain processing is a very in- 
teresting concept. 

We have realized this concept as integration-time based 
time-domain computational image sensors. We have fab- 
ricated and tested two computational sensors. One is a 
multiple integration-time photo-receptor; the other is a 
CCD-based time-of-flight range-finding photoreceptor. 
Our computational sensors perform time-domain compu- 
tations by processing photo-electrons during the integra- 
tion period. Computations occur by either throwing away 
fractions of photoelectrons for some period, or transfer- 
ring and storing them in a different area. The resultant 
charge distribution represents the computational results. 

2 Multiple Integration-time photoreceptor 

The conventional photodiode integrates incident light for 
a fixed integration time. The disadvantage of the fixed in- 
tegration time is that the sensor is easily saturated with 
strong light, so the dynamic range is limited. The multiple 
integration-time photoreceptor that we have developed 
does not simply integrate the  photo-electrons for a fixed 
period. Instead, it has multiple integration periods, which 
are chosen depending on light intensity in order to avoid 
saturation. When the charge level becomes close to satu- 
ration, the integration is stopped at one of these integra- 
tion periods, and the integration time is recorded. The 



sensor can represent a wide range of light intensities using 
these two output signals. 

2.1 Circuit Design 

Figure 1 shows the circuit for the multiple integration- 
time (Multiple-IT) photoreceptor. It includes two photo- 
diodes. The photodiode-A (Pd-a) detects saturation and 
the photodiode-B (Pd-b) stores photo-electrons as a sig- 
nal. Pd-a is connected to an inverter, which thresholds the 
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Fig.1 Multiple integration time Photoreceptor 
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Fig. 2 Driving scheme for Multiple-IT photocell 

Pd-a voltage. The output of the inverter is latched to con- 
trol the gate connecting Pd-b to a storage capacitor 
(Capl), which integrates signal charge. The latch output 
thus controls the integration periods. The latch output is 
also used for sample-holding a ramp voltage to record the 
integration period in the capacitor (Cap2). 

Figure2 shows an example of the waveforms at various 
positions of the cell for the early part of a field period. The 
example is  the case that the second integration period is 
chosen. The two photodiodes are first reset to a high volt- 

age. Pd-a goes down, passes the first integration timing 
(Itl), and then reaches the threshold for the inverter at to. 
The inverter trips from low to high. However, the integra- 
tion gate (IG) dose not change because the inverter output 
is latched. The integration timing pulse (New-IT) disables 
the latch and allows IG to change for a short period( 1 usec) 
at each integration timing. The latch-out goes high at the 
following integration timing (It2). the integration in Cap 1 
stops and the integration timing is recorded in Cap2 by 
sample-holding the ramp voltage (Vrmp). The ramp volt- 
age is increased by a constant voltage after each integra- 
tion timing. Each integration timing is arranged so that the 
following integration period is twice as long as the previ- 
ous one. Turning on the blanking gate (Blk) forces the in- 
tegration gate (IG) to close after one field period if the 
light intensity is too low for saturation. Eight integration 
timings were used. The n-th integration period is a 1/28-" 
of 1 field time. 

2.2 Implementation and Experiment 

The photoreceptor circuit was fabricated by MOSIS with 
the Orbit 2pm Analog process. The size of a photorecep- 
tor is 109 XI 10 pm. We have tested the photoreceptor to 
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investigate its behavior over a wide range of light intensi- 
ties. We vaned the frequency of a LED light pulse which 
has a fixed width of 50nsec(keeping the LED on for 
50nsec during each cycle) in order to precisely set the 
light intensity. The light intensity output (Li-out) and the 
integration time output (It-out) are plotted against light in- 
tensity in Fig.3 and Fig.4. The horizontal axes represent 
the light pulse frequency. Li-out increases linearly with 
light intensity in the largest integration penod(n=8). It 
reaches a threshold and then switches to the second largest 
integration period(n=7). Li-out decreases by half with this 
transition and again increases linearly until it reaches the 
threshold again. Then, it switches to the  next integration 
period(n=6) and so on. It-out moves to the next level with 
the transition of the integration period. We observed that 
h-out has the eight distinctive output levels corresponding 
to the integration periods. 
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Fig.5 Reproduced outputs vs. Light intensity 

Multiplying Li-out by 2*-" according to the integration pe- 
riod, judged by It-out level, reproduces the actual light in- 
tensity level. The reproduced outputs are plotted against 
light intensity in Fig. 5 .  There are eight segments of this 
graph, corresponding to the different integration periods. 
The transition from one integration period to the next is 
smooth and the output as a whole shows very good linear- 
ity over a wide range light intensity. The smallest integra- 
tion period is one 128th of the largest integration time. 
Therefore, the dynamic range is 128 times larger than that 
of a single integration period photoreceptor. 

3 CCD-based range-finding image sensor 

One application of integration-time based computation is 
a sensor for active time-of-flight range measurement. The 
time-of-flight method estimates the distance to an object 
by measuring the delay of the received light pulses rela- 
tive to the transmitted light pulses. Sandia researchers 
have built a range finding system by combining an image 
intensifier as a processor with a CCD imager as an inte- 
grator." We have realized such a range finder as a com- 
putational sensor. 

3.1 Range-sensing Operation 

Fig. 6 illustrates the principle to detect the light pulse de- 
lay. Light pulses modulated at lOMHz are transmitted to- 
wards an object. The received light pulses have a delay 
depending on the distance to the object. The delay time is 

measured as a phase shift (A$) by the two sensing periods 
( I T I ,  IT2). The two signals (Ll.L2) representing the light 
intensities for IT1 and IT2 can detect the phase shift. 

We have implemented this principle by a CCD transfer 
mechanism. Figure 7 shows the cross-sectional sketch for 
a test cell of CCD based range-finding sensor. The lower 
part of the figure is the potential diagram of CCD chan- 
nels in the photoreceptor. The sensor operation is as fol- 
lows. IOMHz light pulses come through an aperture over 
photo-gate (PG) and photo-electrons are created under 
PG. There are two window gates (WGI.WG2) one on 
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Fig. 6 Principle for detecting light pulse delay 

each side of PG to control which direction the photo-elec- 
trons are transferred. WG1 and WG2 are turned on alter- 
nately at IOMHz, that makes the two integration period 
(lT1, IT2) as shown in Fig.6. Therefore, some portion 
(LI) of the light pulse in one clock time is stored under the 
storage gate 1 (SGI) and the rest (L2) is stored under the 
storage gate 2 (SG2). The portion is determined by the 
temporal position of the light pulse relative to the window 
gate pulses. Conversely. the storage charge difference be- 
tween SGI and SG2 gives the light delay relative to the 
window gate timing. The operation of distributing charge 
to the two packets repeats with a series of light pulses for 
a certain period to integrate enough signal charge under 
the storage gates. The integrated charges are transferred 
through OG to the detection nodes (FDI.FD2) which are 
connected to output amplifiers. 

3.2 Test Cell Experiment 

We have fabricated a test cell and verified its operation. 
The chip was illuminated directly by a light pulse, which 
was created by a LED, and whose delay time was con- 
trolled by a programmable delay line. The wavelength of 
the LED was 592nm and its response time was 13nsec. 
fast enough for the IOMHz drive. The least step for the de- 
lay line was 0.25 nsec. The measurement results were 
plotted against the delay time in Fig.8 and Fig.9. Outputl 
first increased with the delay time and then decreased. 
Output2 was the exact opposite of Output I .  The sum of 
Output1 and Output2 was almost the same. Outputl and 
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Fig. 7 Cross-sectional sketch and potential diagram 
for CCD based range finding photoreceptor 

Output2 can be regarded as in-phase and out-of-phase 
components, respectively. The light pulse came in-phase 
with increasing delay and was fully in-phase at the peak 
of Output I .  It went out-of-phase after the peak. This result 
has shown that the photo-electrons were successfully dif- 
ferentiated according to the window periods. Note that the 
Output2 value at the bottom was much larger than zero, 
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Fig. 8 Outpull vs. Delay time 

I 

' .  
I 

I 

.,; 
I 

I 

; : I  

l L - -  _-I I - - 1  

Delay time(nsec) 

om omm lYlW 

Fig.9 Output2 vs.Delay time 
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though the light pulse was fully in-phase. In order to in- 
vestigate this phenomena, we measured both outputs turn- 
ing off one window gate pulse and with 0 nsec delay time. 
The result was listed in the table below. Both outputs have 
significant voltage output without the window gate puls- 
es. These value were very close. This means that the pho- 
toelectrons created in deep depth directly entered each 
storage area, regardless the window gate operation. The 
cause of this small difference could be a small shift of the 
aperture from the center of two storage gates. This direct 
leakage effect needs to be taken into account when calcu- 
lating the range. 

The range estimation can be done as follows. Let Q1 and 
Q2 be photo-charges transferred by the window gate 1 and 
2, respectively. Let Qlf and Q2f the photo-charges leaked 
into the storage gate 1 and 2, respectively. The light pulse 
phase shift determines the relative distance. Therefore, 
the relative range an be estimated by 

1 Q l  + Q l l - Q 2 - Q 2 1  Range = 4 --. ( Q l  + Q l l + Q 2 + a 2 l ) ' P a l r ~ ~ i i d i l r  

All the charges are linear to the total charge(Qt). It is as- 
sumed QlI-Q21<< Qt. We can simplify this expression by 
noting: 

Ql + Q l I - Q 2 - Q 2 1  Q l  - Q 2  Ql  + Q 2  
( Q l  + Q l l + Q 2 + Q 2 1 ) z ( m 2 ) e (  Qr 

(Ql-Q2)/(Ql+Q2) represents the real light pulse position. 
The estimated range is shown as follows. 

Range = RealRange-r  

where r = (Ql+Q2)/Q 

t . The value of r was 0.86 with the data listed in the pre- 
vious table. Therefore, the leakage charge dose not signif- 
icantly influence on the range estimation 

3.3 

Figure 10 shows the structure for a range-finding 1D-ar- 
ray sensor. The linear sensor has very similar cell struc- 
ture to the test photo-cell. The difference is that the line 
sensor transfers both signal charges in the same direction 
to a detection node after signal charge integration. All the 
gates function as a 4-phase CCD when transfemng the 
signal charges. The signal charges which reach their de- 
tection nodes are read-out by source-followers. Each de- 
tection node is serially scanned by a shift-register. A 32 
pixel line-sensor was fabricated by MOSIS with the Orbit 
2pm Analog process. The size of each pixel is 36 x 36 Fm. 

We mounted camera optics on the line sensor and placed 
a white box at various distances. The sensor outputs were 
observed using a digital oscilloscope. The observed wave- 
forms were averaged over 32pixels. The averaged data 
were used to estimate the range by using the equation 

1 D Array Range-finding Sensor 
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above in the previous section, We found the sensor sensi- 
tivity was very low because of the thick 6000A poly sili- 
con PG, so the signal charges were integrated for 1.06sec. 
There was also significant dark current with the long inte- 
gration period, which caused a lot of noise. This is one of 
the reasons that the outputs of the 32 pixels were aver- 
aged. The estimated distance is plotted in Fig1 1. The hor- 
izontal axis is the distance of the object from a certain 
point. 

Estimated distance increases linearly with real distance 
for the range of 10-40cm and for 40-70cm. There was a 
gap in the curve. Light intensity was intentionally 
changed between the two curves tocompensate for an im- 
pefect plane light source. The reason for the gap in the 
curve may be that the detection node is not a linear capac- 
’itor. 
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Fig.10 Range-finding line sensor structure 
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Fig. 11 Range estimation 

4 Conclusion 

The two time-domain computational photoreceptors have 
been fabricated and tested. Their unique capabilities have 
shown that the time-domain computation at the level of 
phototransduction is a powerful methodology. 
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