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Abstract

Angmented reality is a technigue for combining supplemental tmagery such that it appears as
part of the scene and can be used for guidance, training, and locational aids. In the medical
domain, augmented reality cun be used to combine medical imagery to the physician™s view of
a patient to help the physician establish a direct relation between the imagery and the paticut,
This project report will examine medical augmented reality systemns for use in i surgical set-
ting. Four areas will be examined: (1) applications for augmented reality system i medicme.
{2) survey of basic technologies used for building angmented reality systems including the
current state of the art in medical augmented reality systems, (3) the development of a new
augmented reality system and (4} testing and validating an augmented reality system for clini-
cal use. The goal of this project report is to develop a new design of a medical augmented real-
tty system; the design will draw upon a number of different technologies in an attcmplt (o build
it more practical and capable system.

Key Words: Augmented Reality, Computer Assisted Surgery, Registration. Tracking, Display
Devices, Image Overlay, Surgical Guidance, Telemedicine.
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1 Augmented Reality

Augmented reality is a technique for combining supplemental imagery that appears (o be part of the scene
used for guidance, training, and locational aids to the user. The supplemental imagery can be as stmple as
arrows offering directional guidance to the user, or as complicated as a three dimensional model of the
scene. This project report will examine a number of different technigues for building, testing and vahdating
a medical augmented reality system for surgical use,

The medical domain can benefit greatly from augmented reality. Advanced imaging technigues. such ax
Magnetic Resonance Imaging (MRI), or Computerized Axial Tomography (CT or CAT). offer a non-imva-
sive look inside a patient, These imaging techniques can be combined with augmented reality (o give a phy-
sician the ability ook beneath the surface of their patient’s skin to the anatomical structures helow. In
addition, the imagery can be used to offer supplemental localization, guidance and training aides during swr-
sery. Augimented reality has the potential of greatly reducing surgical times. while iunproving overall patient
putcomes. While there are many used for augmented reality in medicine, this project report will focus on
augmented reality system for use in a surgical setting.

1.1 What is Augmented Reality?

In the realm of medicine, augmented reality is a display technique that offers guidance and assistance to the
physician in locating anatomical structures on the patient. Augmented reality combines supplemental im-
agery 10 the physicians view of the patient (Figure |-1}. Traditional methods used by physicians to view
medical imagery include: films on light tables, imagery on a workstation monitor, etc. However, & major
drawback with traditional approaches is the lack of a direct relationship between the patient and the imag-
cry. When the wmagery is used to locate anatomical structures during surgery, the surgeon views the strue-
turc in the irmagery ard then tries to locate it on the patient. To aid in the localization of the anatomicat
structures, the surgeon 1s often required to mentally transform the imagery te that of the same orientation
and position as the patient.

Augmented reality provides to the physician a direct spatial relationship between imagery and patient.
Through the use of augmented reality, a physician can view the imagery while at the same time viewing the
patient. The imagery is overlaid on the patient to appear in the exact orientation and position as the corre-
sponding anatomical structures. The ability to view the imagery in the correct pasition and arientation while
vicwing the patient allows the physician to visualize internal structures in proper position over the patient.

The direct relationship between the imagery and the patient can be beneficial to a surgeon. During a surgical
procedure it 1s often necessary to locate structures on the patient that have been vicwed in the mmagery,
Without the use of augmented reality, a physician may have a difficult time of locating various subcutanc-
ous structures. For example, in neurosurgery, when a surgeon locates a brain lesion (tumor) in a CT or MRI
scan, they might have a difficult time visualizing the exact location of the tumor in the patient before sur-
gery. A substantial amount of time is spent localizing the tumor on the patient using a traditional method of
viewing the imagery, such as films viewed on light tables [9]. Often, the Tack of exact localization will cause
a surgeon to make the initial incision on a patient’s head significantly larger then the actual stze required.
With the use of augmented reality, the exact tumar location could he prajected fram the imagery directly
over the patient, thus allowing the size of the incision and the time needed to plan the mncision’s location 1o
he reduced.
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Figure 1-1: {a) a surgical exposure of a femur (leg bone) and hip. (b} The same surgical exposure this time.
with anatomical reconstructions of the bones overlaid on the view of the exposure to simulate the
view a surgeon would see through an augmented reality system,

1.2 Potential Uses for Augmented Reality in Medicine

Virtually any visual imaging modality can be used with augmented reality. Some of the more commaonly
used imaging techniques in addition to MRI and CT are; Magnetic Resonance Angiogruaphy {MRA), Digital
Subtractive Angiography (DSA}, and Ultrasound (US) [26]. All of these techniques produce multiple planar
imagery slices that are spatially combined to create a volumelric data set. With the volumetric data set. it is
possible to reconstruct three dimensional models of the anatomy being studied. In neurosurgery, tor exam-
ple. a tumor seen in a volumetric MRI scan can be reconstructed into a three dimensional model to allow
the surgeon to visualize the entire tumor volume from any direction. By using a wide variety of visual im-
agery and 313 reconstructions, augmented reality can be applied to a number of different applications in-
cluding surgical gunidance, localization of anatomtcal structures, and surgical training.

Augmented reality offers a sargeon the ability to view pre-operative guidance cues to reach a desired sur-
zical goal. Pre-operatively planning a procedure, followed by the execution of this plan in the operating
room, allows for a better surgical outcome. For example, a surgeon can use imagery to pre-operatively de-
fine an approach o a lesion located deep within a patient’s brain such that it avoids eritical blood vessels
and brain tissue. Intra-operatively, the surgeon can follow the pre-operative plan presented by an augmented
reality system. Such an approach allows the surgeon to visualize and avoid critical structures identitiable in
the imagery that are located along the path to the lesion, thus potentially reducing truuma to the criticul
structures.

In addition to pre-operative planning and intra-operative execution, augmented reality provides the means
tor a remote expert surgeon to offer guidance and consultations on a case (Figure 1-2) [13]. For example. a
surgeon 1n a small rural town in central Pennsylvania would like the assistance of an expert surgeon in re-
maving a leston from a patient’s brain, A remote expert surgeon in Pittsburgh is called and asked to assist.
The remote expert views the imagery from the casc and provides navigational aids to the rural surgeon to

o]
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help guide them to the correct surgical sight during surgery. The rural surgeon can follow these aids pre-
sented by an augmented reality system. Without the remate assistance of the expert surgeon, the patient
would have to be flown to the expert’s hospital for the case to be performed. However, it an expert can assist
on the case remotely by using an augmented reality system, the cost of transporting the patient can be saved
by perfarming the case in the patient’s local hospital |2].

© 1996 Branko Jaramaz

Figure 1-2: An example of an expert surgeon (left) remotely assisting a surgeon on a case (right).

Another area in which augmented reality is being vsed in medicine is surgical training. For example, when
i new student is learning a procedure, they often have a difficult time discriminating between arcas that are
safe to work in, and ones that should be avoided. Through the use of augmented reality, these regtons can
be identified. An expert surgeon can define safc and dangerous regions that are visually presented to the
student during surgery with an augmented reality system. At the same timc, the student’s surgical instru-
ments can be tracked to determine if they are located within the safe regron. If the instruments are outsude
of the safe region, the system can notify the student of the potential problem. The ability to casily view the
safe and dangerous regions during surgery can potentially aid the student in learming these boundaries faster
than by traditional methods.

In all of the above augmented reality applications, it is critical that the overlaid images be aceurately posi-
tioned in the scene. If the imagery being prescnted to the surgeon is not correctly positioned. inaccurate in-
formation will be conveyed. In the following chapters. the problem of providing accurate overlays to the
surgeon will be addressed by examining a number of different technologies including: patient-imagery reg-
istration, display techniques and patient-surgeon tracking,

2 Augmented Reality Systems

All augmented reality systems have to solve some basic technological hurdles n order to be usclul i a real
world application. These technological hurdles include: image-patient registration, tvpe of display devices
and patient surgeon tracking. The success of the augmented reality systems relies on selecting the basic
technologies that solve these hurdles in a way that make the system safe and easy to usc. A number ot dit-
ferent display techniques can be used when building augmented reality systems. A few of the xtate of the
art medical augmented reality systems, cach utilizing a different display technigue. will be evaluated tor ef-
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fectiveness of conveying supplemental imagery to the user and their ease of use in 4 medical setting,

2.1 Basic Augmented Reality Technologies

2.1.1 Registration

The direct relation between imagery and the world! provided by an augmented reality systent is lost il the
overlaid imagery is not correctly aligned to the world. The process of aligning the overlaid imagery 1s called
registration and is composed of several parts. First, the anatomical structure of mnterest 15 scanned. and o
relation between the imagery and a 3-dimensional modal is created. A registration sensor 1s then used o
collect data from the anatornical structure of interest to be used for the registration process (Figure 2-13 The
registration process relates the data from the registration sensor to that of the model to find o transtormation
between the anatomy and the overlaid imagery. When the imagery ts adjusted by this ransformation, it be-
comes correctly aligned to the anatomy. Two of the most frequently used techniques to pertorm registration
in the medicul domain arc fiducial based and shape (surface) based. These two techniques each have their
own advantages and disadvantages.

Both the fiducial based and shape based registration methods work under very similar principles. Both tech-
nigues require points {X,Y, Z position) in the imagery and on the patient. The two point sets are matched 1o
find the ranstormation that relates the point sets together. The matching process works by minmmizing the
distance between the point on the paticnt and a corresponding point tn the imagery. One technigue 1o frndd
the minimal distance between these two data sets is to use a sum of squares algorithm Frgure 2-1:. The sum
of squares approach finds the unknown transformation, T, that minimizes the distance between the two data
sets:

2
D= 2 [dﬁ_ (P, Te P;;)] {213

[4

where d, s the distance between the patient point, P, and the model point Py, {1T].

Fiducial based and shape based registration differ from each other by the patients points (P} and madel
points (P used in the registration process. For shape based registration. Py, can be any arbitrary pont on
the surface of the anatomical structure to be registered and P, 1s the closest corresponding pomnt on i three-
dimensional reconstruction (produced from the medical imagery) of the anatomical structure. On the ather
hand, for fiductal based registration P, is the location of a fiducial marker placed on the patient and P, i~
the same fiducial marker located in the imagery data sel. Fiducial based registration is constrained ta the
liducial markers while shape based registration can wtilize any arbitrary poinis on the patient.

Shape and fiducial based registration do, however, have somce limitations. Shape based registration is very
sensitive to the points collected. If points are collected on the patient such that the system is not constrained
{limtit the relative freedom of movement due to point ambiguity). and a limited number of points are used.
the accuracy of registration will be low [23]. Fiducial based registration requites fducial markers 1w be afl-
fixed to the patient prior to the imagery being collected. By requiring the fiducial markers to be present
when the scan 1s performed, the initial diagnosis scan can not be used, instead another scan 15 required add-
ing time and cost to the procedure. Once the scan has been completed, registration can be performed with
as few us 3 markers if the fiducial murkers remain stationary and are accurately localized in the imagery and
on the patient,

. Warld throughout this paper is referring to the direct scene of the patient as seen by the doctor, without any
additional aides,
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Figure 2-1: The Registration process. The anatomy is scanned producing the imugery in i coordinate
system relative to the scanner. From the imagery a model is created along with a transformation
that related the model coordinates to the imagery coordinate system. A registration sensor is then
used to collected data from the anatomy. This data is used in the registration process. The
registration process finds the relation between the model and the registration sensor w allow Tor the
position and orientation of the overlay to be correet. The grayed out portion of the image 15 used
for the display and tracking process of augmented reality.

Another method of performing registration, called physical templateing, is currently being investigated tor
use with augmented reality systems. Template based registration does not use any points collected from the
imagery or the patient; instead, a template of the anatomical structure (o be registered is created rom the
CT or MRl imagery |17]. The template is created by rapidly prototyping, via methods such as stereo lithog-
raphy, the inverse of the 3D reconstruction made from the imagery (Figure 2-2). The regastration process
takes place by fitting the template onto the anatomical structure to be registerad. Since the template 1% cre-
ated directly from the imagery, the relation between the imagery and the patient is already known, Al that
is required to find the position and orientation of the patient in space 1s to measuring the location of the fem-
platc in space. Template base registration only works however with rigid structures such as bone. Soft nssue
structures can not be registered with template base registration. Template based registration has also not yet
been implemented for use with augmented reality systems, but has been successfully used for other medical
applications requiring accurate registration [17]. Template based registration has the potential for producing
raptd registration in the operating room while requinng little work on the part of the surgeon to obtain the
registration.

3D reconstruction

Figure 2-2: A template build from a 3D reconstruction for use in template based registration.
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2.1.2 Display

The supplemental imagery or averlays are presented to the user by means of a display device. Two types ol
overlays can be used: planar (2-dimensional) or stereoscopic (3-dimensional or volumetrie), cach NeCessi-
tating a different display devices, Plunar overlays use planar display systems such as computer moniors vr
televisions. Stereoscopic overlies, commeonly used to enhance a 3-dimensional, require a dedicited display
device in front of each eve to present a stereo pair to the user (see Section 2201 on HMIDYHLULY and
Section 2.2.3 on surgical microscopes) or a slightly more complicated single display device stereoscopic
technique.

There are two methods of presenting 3-dimensional imagery from a single display: planar stereoscapie dis-
play devices incorporating spatially coded 1imagery to separate the feft and right image. and volumetric dis-
plays presenting truc 3D imagery in a three dimensional working volume. Planur stereoscapic systems
present 2D speciully created left and right image on the same display and use a filter to dircet the correct
image to each eye. If the two 2D images are created correctly, the brain will merge the images together to
form a stereoscopic image. Some of the most common filtering methods for separating the images for cach
eve include active shutter glasses, polarized glasses (Figure 2-3), and color filter glasses'. The problem with
these methods is the need for the users to wear special glasses to see the stereoscopic overlay, One single
display stercoscopic system that does not require the use of special glasses uses a lenticular lens [8]. Len-
ticular lens systems spatially combing a stergoscopic pair into a single image of alternating steips of delt and
right images. A lenticular lens (a lens with evenly spaced “ripples’ across it} is placed nver the compasite
image and directs the left and right image strips to the carrect eve.

LRLRLR
I.RLRIR
ILRLR LR

Right Tmage
\ RLRLE

Left Image

Figure 2-3: A polarization based planar stereoscopic display svstem. The left and right imuge are spatially
combined to form one image. This composite image 15 projected through a polariaing filter wath
strips of polarizers rotated 90 from each other. The user wears a pair ol polarizing glasses in
which the left and right eye polarizers are rotated 90° from each other to separate the left and right
nmage.

Volumetric displays produce a true 30 image without the need for special glasses to be worn by projeciing
the object into a 3-dimensional workspace. One such system works by projecting it voxel (3-dimensional
picture element) onto a spinning helix. The 3D position of the voxel can be controlled by adjusting the time

[.All of these technigues are commonly used in the entertainment industry to present stercoscopic nmovies
from a single screen.
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at which the voxel is projected on the helix [24].

2.1.3 Tracking

Once the imagery is registered to the patient and displayed, it 1s desirable to allow the paticnt to be re-posi-
tioned. For example, durtng the procedure, a patient is sometimes moved to obtain a betler approach to the
surgical site. To prevent having to re-register the patient to the imagery each time the patient is moved, pa-
tient tracking becomes necessary. In addition, it is desirable for the surgeon to be able to change head posi-
tion (vantage point) while maintaining a registered overlaid image. If the surgeon’s vantage poinl changes,
the overlay must be updated to the new position to maintain the correct registration.

Tracking is used to maintain the correct registration between image and patient if the patient or the sur-
geon’s vantage point has moved (Figure 2-4). Tracking measures the position of the patient and the sur-
geon's vantage point relative to a known coordinate system. If either the vantage peint or the patient have
moved from the time the initial registration was performed, a tracking sensor is used to update the registra-
tion between the imagery and the patient (Figure 2-5).

Five of the most commeon techniques for performing tracking arc: optical (both frared and visible ), mage-
netic, ultrasonic, 3D optical range sensors and radio frequency. With the exception of the runge sensor.
mirkers must be attached to the object being tracked and need to be ngidly fixed so motion between them
¢an not occur. The relation between the markers is known, and is used to obtain the position and orientation
of the object being tracked. If the markers move relative to one another and the motion is not accounted lar,

tracking errors will be introduced.

L

World Correctly registered Observer’s vantage point
Object world object and overlay translated 1o the right
image

-

Overlay Obscrver and world ohject Object in warld has moved
Image Iraqkn:d 1o maintain correct Away from observer
registration
() (b) (c)

Figure 2-4: (a) The world object and the overlay image. (b) The overlay object correctly registered to
world object and tracked regardless of head or object motion. {c) The effcets of not tracking the
object or vantage peint movements. Both types of motions will cause the overlaid imagery o no
longer be registered to the world.
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Optical trackers work by sensing the position of rigidly fixed markers using cither infrared or visible light
sensors. The relation between these markers is known, thus allowing the caleulation of the position and ori-
entation of the markers (a minimum of 3 markers is required to obtain the 0 degrees of freedom (DOFy of
the system). Magnetic systems work by artifictally creating three orthogonal magnetic fields. A receiver s
placed in this magnetic field with three orthogonal pickup coils. By sensing the voltage across the three
cails, it is possible to determine the position and orientation of the device. Ultrasonic sensors are very som-
tlar to optical anes, except that they use sound instead of light. Three microphones measure the time it takes
for sound to travel from the transmitter (spark gap) to each of the microphones, The position of the lrans-
mitter is derived from the time required for the sound to reach cach microphone via triangulation. A number
of different range sensors are currently being developed. Range sensors return the distance to cach pornt in
the scene, a depth map, as opposed to the intensity as a regular camera does. The depth map 1s used with a
surface based registration approach to find the position and orientation of the object. Radio frequency track-
ers are very similar to optical systems. The system locates the abject in space by triangulating the transmil-
ter’s location relative to a number of receivers.

Calibrate

Display
Y

Tracking
Sensor
¥

surgeon
Y

Figure 2-5; The tracking process. The registration process (grayed cut area) trom Section 2.1.1 found the
initial position of the anatomy. The coordinate system the registration sensor used is calibrare to
the display device to obtain the relation between the sensor and the display. Tracking is then used
to measure the position of the surgeon’s vantage point and the anatomy. Any change in position
from the initial starting peint is then used to update the registration between the overlays and the
anatomy.

2.2 Types of Augmented Reality Systems

Augmented reality systems can be built using a number of different display technigues. Each technigues has
its advantages over the other systems. Three of the most commonly discussed systems tfar use in medicine
include heads up displays/head mounted displays, “Magic” windows, and microscope overlay systems.
2.2.1 Heads Up Displays/Head Mounted Displays

Head Mounted Disptay (HMD) and Head's Up Display! (HUD) consist of an display device mounted with-

|.HUD in this case refers to a head warn system and not a system that presents the imagery vutside of o
headset such as system found in some aircraft cockpit.
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in a headset that presents imagery directly to the user’s eyes. HMDs only allow the user to view the display
device and occlude the direct view of the world. To enable the user of a HMD to see the world. a camera is
used to present the world on the displuy device. HUD, an the other hand, allow the uscr 1o see the display
device, plus a direct view of the world (Figure 2-6). To circumvent the potential problem of climimating
small anomalies in the world, due to the limited resolution of cameras and display devices, a HUD, is more
desirable than a HMD for clinical use.

HUD/HMD have a number of problems that currently limit their successful use as medical angmented re-
ality systems. First, the resolution available on HUD/HMD is poor. Most maderately priced HMD/HUD
($IK - $10K) are only capable of 640 X 480 pixels in gray scalc. Radiologists and physiciuns will often
camplain about viewing imagery on low resolution displays for fear of missing small details of the imagery.
Second, HMD/HUD have a limited field of view that limits the surgeon’s ability to see the entire surgical
site thus potentially by reducing the effectiveness of the system. Another problem with HUD/HMLD due o
the close proximity of the display to the user’s eves is so called “simulator sickness™ Stmulator sickness
comes about from not updating the display fast enough when there is motion in the scene such as when the
world object moves or the user’s head moves thus changing the background view. This luck of display up-
dating will produce a lag between the perceived motion and the actual motion, throwing off the user’s sense
of balance [ 16]. In addition, any poreeived difference between the augmented environment and the actual
environment can also cause simulator sickness such a perceived motion in the overlays relative to the world.
Finally, current HUD/HMTD are bulky and heavy, making them uncomtortable to wear over extended peri-
oS,

Camera

Overlay

Overlay

Camera

»

Beam splitter
{a) (b)

Figure 2-6: {a) Heads Up Display. A beam splitter is used to combine the display device with 4 view ol the
world. {b) Head Mounted Display. The display device occludes i direct view of the world. To view
the world, a camera mounted on the HMD is used to present the world scene on the display deviee
to the user.

2.2.2 “*Magic” window and planar displays

“Magic™ windows are movable displays placed over the patient used 1o add supplemental imagery 1o the
world (Figure 2-7y |25]. The window is usually made out of an active matrix LCD panc! that 1s hghiweight
and highly movable. The display devices occludes a direct view of the world, thus requiring o cianwera
mounted to the back of the display to capture a vicw of the world. The view form the camera is combined
with the overlaid imagery and presented on the LCD panel.
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The magic window system does have a number of problems that must be overcome before 1t can be used in
a medical setting. As with HMD, the magic window does not allow a dircct viewing of the world. Instead 4
camera is used to capture the world scene that is then displayed on the LCD panel. Such an approach o
display the world again limits its resolution, potentially eliminating small features. In addition, as the user’s
view point changes, the background scene must also change to be correct (Figure 2-8). This will complicate
the device some by having to add a camera tracking and motion contral system,

€ 1996 Branko Jaramaz

Figure 2-7: The magic window display. The surgeon can views hoth the patient by the aid of a camera and
the supplemental overlay (the bone outlines)

A8

Y. <
/ \

OO
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~

Figure 2-8: The effect of the background when the head is moved relative to a fixed magic window. The
background will drastically change as the head is moved through position 1 - 3 as shown in the
mock magic window displays.

10



2.2.3 Surgical Microscope Augmented Reality System

The frequent use of surgical microscopes in the operating room make them wdeal platforms Tor some ang-
mented reality applications, Surgical microscope augmented reality systems combine the views of the pa-
tent and the overlaid imagery by projecting the imagery onto a beam splitter located within the
micrascope’s optical path (Figure 2-9) 120, The surgeon then views the augmented enviconment by looking
through their ocular (cye piece) to see the overlaid imagery and the patient. By presenting the overlasl im-
agery into the microscope’s optical field, the resolution of the world is not limited. The trucking process 1o
determine the surgeon’s vantage point in order to maintain the correct registration is sunphificd by not hav-
ing o track the surgeon’s head; instead, the microscope itself is tracked. The surgeon’s vantage point s the
microscope’s view of the world because the microscope constraing what the surgeon sees. Microscope
hased systems also allow for a second surgeon to view the augmented environment by the addition of a see-
ond ocular to the scope. Adding a second user to the system is sometimes important to allow surgeons and
their assistants to have a common view of the supplemental imagery.

=010 ):’

Overlay [~ Bcam
Projcetor Splitter
Y
o
27
72
L3
Patient

Figure 2-9: Schematic of an augmented reality surgical microscope,

Surgical microscope angmented reality systems do hitve a tew drawbacks. The use of mcroscope augiment-
ed reality is limited to cases where a microscope 1s available. Surgical microscopes also present asmall Tield
of view (approximately 10cm X 10cm); for some surgical procedures, it may be desirable to have a much
larger field of view. In addition, a surgeon’s peripheral view of the surrounding operating room s Tunited
by having to laok through the ocular to see the angmented environment. Finally, an additional sysiwen 1s
required to track any changes in the magnification of the microscope to maintain the correct scubing of the
overlaid imagery. The tracking of changing magnification is easily solved, but does require addition mech-

ANISIMS.

2.3 Current State of the Art Systems

In the early to mid 80°s, Dr, David Roberts from Dartmouth medical center and Dr. Patrick Kelly from NY L
medical center independently performed some of the carlicst work in developing medical angmented reality
systems [19,15]. Since then, a number of groups from around the world have begun developing medical
augmented reality systems [7,16,14,5,18]. Most of thesc groups approach the problem of angmented reality
slightly ditferently; however, they all use one of the above mentioned display techniques.

Same of the leading work in the field using HUD/HMD for wugmented reality is currently being pertormed

11
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by Henry Fuchs™ group from the University of North Carolina [3}. Fuchs et al. have been buildmg o system
that enables 4 user to view reconstructed vltrasonic imagery of o [etus that appears to e inside the pregnant
paticnt. The system collects ultrasonic imagery and in near real time updates a 3D volume rendering of the
fetus as it moves, The volume rendering is registered to the patient by tracking the position of the witraseund
imager and where the uscr's head is located relative 1o the imager. Once the imugery 1s registered 1o the
patient, it is presented to the user who is wearing a HMD. Along with the 3D reconstruction, a view ol the
patient is added to the display from a camera mounted on the HMD.

A number of groups have initially proposed a magic window type system but are currently only using a vid-
co monitor with a camera to capture the world scene [10,5,25]. Videco monitor systems are stmilar o magic
windows, but are mounted outside of the surgical ficld requirtng the surgeon to look wway [rom the sargical
sight to view the augmented environment. Grimsen et al. [ [0] have combined MRI reconstructions ol fu-
mors with a views of the patient’s head to assist in localizing the site of a craniotomy {opening the skull 1o
expose the brain for tumor removal). The system they have developed consists of the following parts: a cun-
era looking down the sight lines of the surgeon (for collection of the world image), laser range finder cused
tor registration and tracking), and a moniter (for displaving the world and overlaid imagery). The group has
devated a significant amount of time 1o the develepment of automatic registration and patient tracking eeh-
niques. The 3D range finder 1s used to collect a three-dimensional depth map of the patient. The depth map
is matched to a model of the patient created from the imagery by means of surtface bused registrution, The
current system has been used on at least 8 different neurological cases at Brigham and Women’s Flospital
in Bostan, MA. While using the system, they have reported a great reduction 1n surgical time and an -
proved accuracy in the placement of the incision [9].

Davey et al. have proposed a similar systam to that of Grimson’s group [5]. The major dilTerence between
their work and that of Grimson’s is in their application. Davey’s group is using the system 1o determine it
there are any changes in the anatomy between the time the MRI, CT or DSA wus taken and the present. The
registration process between the image and the patient is currently done by hand. They propose the use of
a stereoscopic camera based system and surface based registration to obtain faster. more accurale image-
paticnt registration, but have not yet implemented it. The Davey systermn is also integrated with an [SG oview-
ing wand {1SG Technologies, Mississauga, Canada) to assist in intra-surgical localization and guidance. Fhe
[SGoviewing wand is a commercial system that allows a surgeon to point to an anatomical feature on the
patient and then view this specific feature in the imagery on a workstation. By combining the 1SG viewing
watid with their system, additional guidance and surgical cues can be obtained and an intuitive imerfuce {or
the surgeon is provided (o assist in the detection of anatomical changes between when the imagery was -
quired and the present.

The surgical microscope is currently the most commonly explored technique for medical augmented reality
systems. A number of groups are working on developing complete microscope systems [20, 7], In addition.
a commercial system has been developed [27]. Roberts” group from Dartmouth was one of the first 1o strt
developing and clinically using an augmented reality system based on a surgical microscope. The current
system consists of a stereoscopic microscope, a sonic digitizer, a miniature CRT and beam splivter for inmaee
fusion. The group has been developing a low cost, accurate sonic digitizer to allow for casy tracking of (he
microscope and fiducial localization. The complete system has been used in approximately 20 cases with
relatively good results 18]

Edwards ¢t al. have been developing a system that is very similar to the Roberts surgical micrascope | 7.
Bath systems currently only present simple contour cutlings and guidance cues as overlaid imagery. How-
ever. through the use ol depth cues Edwards™ group has been developing technigques (o make these simple
overlays appear more realistic.
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Carl Zeiss is the first company to introduce a product based on an augmented reality enhanced surgicat mi-
croscope[27]; called the MKM system. As of January 1, 1996, 27 of these systems have heen sokl world-
widle at a price of approximately $800K per system. The systems perform automatic registration belween
the patient and the imagery using fiducial marks tocated in the microscopic tield of view, The current system
does not atlow for patient tracking; if the paticnt moves, the imagery must be re-registered 1o the patient. In
addition, the overlaid imagery presented to the surgeon only consists of contours of the anomical struc-
tures and simple gutdance information.

2.4 Limitations of Current Systems

Despite the pioneering work performed by the groups mentioned above, all of the current syslems have
some limiting factors that will prevent wide-scale acceptance in the medical community:

» The use of fiducial based registration.

+ No patient trucking system

« The quality and resolution of the overlay 1s low.

= Limited work on developing proper overlays.

» The surgcon must look away from the surgical sight to see the augmented enviromment.

* The real world scene is limited by a camera and display device.

The use of fiducial based registration is required by some ol the above systems 1o obtain the registration
bertween the patient and imagery. Fiducial based registration requires rigid fixation of markers to the patient.
Any motion of the markers relative (o cach other will decrease the accuracy of the registration. Fiductal
hased registration also requires a scan to be performed once the markers have been affixed. The additional
scan must be performed so that the markers can be located in the imagery. The fiducials must be accurately
located in both the imagery and on the patient in the operating room to minimize registration crror
(Section 3.2.3). The accurate localization of fiducial marks can be difficult in a surgical setting of the mark-
ers are net placed nan easily assessable spot for the procedure.

With the exception of Fuchs” group, none of the above system have incorporated real-time patient tracking.
With out patient tracking, the overlays must be re-registered to the patient whenever they are re-positioned.
The re-positioning of a patient 1s commonly performed throughout the procedure to allow the surgeon Lo
auin the best approach the surgical sight. With the lack of patient tracking, the above systems greatly limit
the ability for the surgeon to re-position the patient so that they can ebtain the best possible appreach.

In all of the above augmented reality systems, the resolution of the overlays is very low (less then 640 x
4801, In arder to provide accurate navigation and legalization overlays to the surgeon, the reselution of the
overlays must be increased. In addition to the limited resolution of the overlays, very little work has pone
into develaping and ereating overlays that will provide the best localization and guidance infermation 1o the
surgeon for the procedure at hand. It is a general conclusion in published work that the quality and tvpes of
the overlays should be improved to make avgmented reality systems more acceptable: however, 1t is unclear
what these improvements should be.

All of the monitor based svstems require the surgeon 1o look away from the patient 1o view the imagery. 1]
the surgeon can not view the augmented environment directly over the patient. having to look awav can
grcatly diminish the significance of the dircet relation ereated by the augmented reality system between the
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imagery and the patient. Finully HMDs, magic windows and planar display systems alb imit the resalution
of the world by using a camera to cupture the world scene. The limited resolution of the world 15 nat aceepl
able toy surgeons due to the potential of climinating small but critical anatomical Teatures.

3 The MRCAS Augmented Reality System

The Medical Robotics and Computer Assisted Surgery (MRCAS) group of Carnegic Mellon University is
working on developing a new medical augmented reality system. The new augmented reality system s be-
tng designed in an atternpt to overcome some of the limttations found with the current stute of the art svs-
tems. Currently, a developmental and rescarch prototype of the MRCAS system exists. However, a new
clinical version of the systcem will be built and tested by the summer of 1996.

3.1 MRCAS Augmented Reality System - Overview

The hasic concept of the MRCAS system parallels some preliminary work performed in the carly 80°s by
Christopher Schmandt at Massachusetts Institute of Technology[22] and is similar to o microscope based
augmented reality system. The user views the patient through a beam splitter (a half-silvered mirrory which
is both transparent and reflective. Positioned ibove the beum-splitter is a display device (CRT monitor or
viden projector). The patient is seen directly through the beam-splitter, while a reflection of the video dis-
May appears to float within the workspuce (Figure 3-1). The MRCAS system is capable of presenting both
2-dimensionil and 3-dimensional overlays. For presenting stereoscopic imagery, currently o pair of ligund
crystal shutter glasses are used. A 6 degree of freedom head tracking system 1s mtegrated with the overlay
device allowing the user to change their vantage point, while maintaining the image/patient registration. In
addition to head-tracking, a 6 degree of frecdom patient tracker is integrated mto the system to allow for
pitient motion.

An advantage of the MRCAS approach over some of the other systems 1s that since 1t does not limit the
resolution of the world, the likelihood of eliminating small anatomical features in the world is removed. The
MRCAS system also offers a larger field of view than a microscope bascd systcm and does not lnmit the
surgeon's peripheral view of the operating reom. In addition, the system can be built to take up considerably
fess room in an operating roorh than a microscope systerm. The tirst MRCAS augmented reality svstem was
developed as a plutform to testing different user interfaces, registration and tracking technigues.

A number of limitations with the current developmental prototype of MRCAS augmented reality system
must be overcome before the system can be used 1n a clinical environment. First, the issue of registration
between patient and imagery must be addressed. Second, the current system for presenting sleicoscopic
overliays limits the available display devices that can be used. Third, when the system is used to prosent ste-
rco tmagery, the available resolutton on the display 1s not adequate. Fourth, the curved surfiuce of the CRT
display used limits the registration accuracy and distorts the overlay images. Finally, a new tracking svstem
or configuration is needed for both head tracking and patient tracking to eliminate the need of o direct i
of sight between the nbject being tracked and the tracker.
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Figurc 3-1: The MRCAS augmented reality prototype system. The Patient would be located on the work
luble.

3.2 Selecting Basic Technologies for the Clinical MRCAS System

The current version of the MRCAS augmented reality systern was built as a developmental platforn to sy
different overlay techniques and system configurations. The ncw chimcal version of the MRCAS svslem re-
quires solutions to be found for the above mention limitations. Several areas will be examined to resalve
these issues including: stereoscopic display techniques, display devices, registration (fiducial bascs, shape
hased, plus a new novel template based system) and finally patient/surgeon tracking.

3.2.1 Stereoscopic Displays

The MRCAS system currently uses active shutter glasses to preduce the stercoscopic overloys, The wetive
shutter glasses (CrystalEyes, Stereo Graphics Ine., San Rafacl CA) run the display al twice s regular frune
tate. The increased frame rate is used to sequentially display the correct stereo image to each eyes while
attempting to eliminate image flicker. The user wears a pair of active shutter glasses synchronized with the
monitor to occlude one of the eves while the other eye views its part of the stereoscopic image (Figure 3-23,

For active shutter glasses to work without praducing a tflickering displuy, the display device used must be
capable of running at the increased refresh rate. Most high definition monitors and video projectors are co-
pable of running at the faster rate. However, a problem arises when liquid crystal displays (LCDY or plasima
displays are used. These displays are not yet capable of the very fast refresh rite required hecuuse ot the
time it takes for each image displayed to “die” cut. For example, if the display has just fimshed presenting
the left image and is changing over to presenting the right image, the left image has some finite amount of
time before it 1s no longer visible. This image persistence will praduce a bleed-through between the Tedt and
right eyes, thus greatly diminishing the sterecscopic effect.
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Left Right
Image Image

(b)

Figure 3-2: The Active shutter glasses. When the left image is displayed on the screen, the right cve shutter
is blocked so only the left eye can see the screen (a). When the right image is displayed, the lefl eye
is blocked so only the right eye can see the screen {b).

With the limitation of usable display devices introduced by using active shutter glasses Tor presenting ste-
renscopic overlays, a new approach is nceded. A number of stereoscopic techniques including color filter
alasses, polarization glasses, active shutter glasses and lenticular lens systems, as well as a volumetric dis-
play based on the spinning helix systems (Section 2.1.2). were all evaluated for use with the next generation
of the MRCAS augmented reality system. The stercoscopic display technigue for the medical angmented
reality system should:

« Not impede the view of the world (i.e. darken, colorize, reduce the reselution of world. cte.

» Not make the user sick or be bothersome to use (i.e. flicker, cause eye strain, or require heavy
head wear).

» Be easy to integrate with the existing system.
» Present high resolution stereoscopic imagery.

« Be compatible with a wide range of display technologies (i.e. LCI. CRT, EL).

The different approaches for presenting stereoscopic overlays for use with the MRCAS Augmented reality
system are compared in Table 3-1. After reviewing all of the different techniques ugainst the above criteria,
a polarization based stereoscopic system was selected for use with the next generation of the MRCAS aug-
mented reality system for a number of reasons. First, because a passive polarizer is placed over the display
device (Figure 2-3) and no special display timing is required, polarization based stereoscapic systems are
compatible with a number of different display devices including LCD and CRT based systems. As will be
seen 1in Section 3.2.2, LEDs are more desirable as a display device for vse in the MRCAS system then
CRT based display due to the flat image they produce and the smaller physical volume. Second, polarization
based stereoscopic systems require much lighter passive polarizing glisses to be worn than thase required
by active shutter glasses, The smaller, lighter wetght glasses are much more comfortitble 1o wear over ox-
tended periods of time,

The one problem with polarization based stereascopic display systems that must be overcome, 1< that they
darken the environment as a result of the polarizing filters. If a polarization system can not he Found thad
docs not darken the environment significantly, the active shutler glasses will be used with the next venera-
ton system thus limiting the types of display devices, Finally, the volumetric approaches while viable w
use with the MRCAS system (Section 3.2.2), was not considered because it currently is an experimental svs-
tems, offering limited viewing angle, and low resolution displays,
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. . . Work with
Display Darken Dsplay S LEye Viewing Res ol I
- , . Flicker? p " difterent
Method Overlay? | in Color Strain? Angle Overlay’ . L
- displays
Active Shut- 20% e Yey - Yes- High Half of Ths- NO - Not
ter Glusses Some Some play Res LTy
Polarized <= 4% Yes NO Yes- High Halt of Dis- Yos
Glasses Limited play Res
Color Filter 20% NO NO Yes- High Full Thisplay Only Calor
Glasses Some Res. Displuys
Lenticular L0% Yes NO NO Low Dependent on | Yes
Lens lens sevmetry
DOD Volu- NO Yes - Yes NO Limited Poor MN/A
metric Display Limited

Table 3-1: Different ways of displaying stereoscopic imagery with MRCAS prototype angmented reality
System

3.2.2 Displays Devices

The display device presents the overlay tmagcery to the user. To cosure a high quality overlay thigh resolu-
tion, non-distorting, and easily viewed), a number of stringent design criteria should be consicdered when
selecting a display for the MRCAS augmented reality system. The display device should:

* Produce 4 bright image.
« Be flat or project a flat image.

« Be compatible with one of the stereoscopic technigues discussed in section Section 3.2.1 11
sterenscopic overlays will be used.

= Have a high resolution (at least 1124 x 768).
* Be porlable.

» Be casy to mtegrate with the system,

The MRCAS system projects an image onto the beam splitter to produce the overlay imagery. To overcome
the high ambient light levels present in the operating room {Approximately 30 - 100t -lumens), the system
must be capable of projecting a bright image onto the beam splitter. In the prototype system o standard 217
CRT maonitor (Silicon Graphics, Mountain View CA, Model Number D-M21G) which produces 25T - lu-
mens at maximum intensity was used. The output from this monitor was bright enough to produce the over-
laid imagery using an 80/20 beam splitter {(80% transparent and 20% reflective to incident highty when the
entire system was draped to reduce outside ambient light. However, for the operating room situwation. the
druaping would have to be removed for the surgeon to have adequate access to the rest of the operating room.
thus nccessitating a display that is at least SOft - lumens, which ts significantly brighter than the 2511 - lu-
mens produced with a standard computer monttor.

The use of a flat display (LCD) simplifies the process of presenting correctly registered stercoscopic nver-
lays when compared to a curved display (CRT}. The MRCAS system produces a virtual image that is the
same shape as the display surface, Therefore, a flat display produces a flat virtual image and a curved dis-
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plav will produce a curved virtual image (Figure 3-3). The virtal image will be located a distanes below
the beam splitter equal to the distance the display is above the beam splittcrl. The user views the vl
image. so the shape and position of the virtual image controls where a nser will see the overlay. The problem
with a curved virtual image is that it will cause the overlay to be distarted and bhe incorrectly placed
(Figure 3-4). Both the distortion and the misplacement can be corrected for m the stereo prospective pro-
jection, but this greatly complicates the steree projections because a geometric model of the display surface
must be introduced. To reduce the rendering time for the overlaid imagery. the sterco prospective projec-
tions should be as simple as possible.

»

Curved Display

Flat Display[m=0

Beam Splitter

Beam Splitter!
A A S

Virtwal Imagef Virtual Image

Figure 3-3: The effect of the screen geometry on the virtual image produced.

The 217 CRT moenitor used in the prototyvpe systems had a center potnt 12.0 mm higher then the cdees
(Figure 3-5a). To keep the sterco projections simple for the prototype system, the overlays are rendered on
a flad timage planc located half way between the center and edge points, cuausing the actual overlay to he miss
register by as much as 6.0 mm. In addition, the curved screen shifts the locations of the nmage seen as a
function of the view point due to parallax (Figure 3-5a). Finolly, targe curved CRT displays wall introduce
refraction distortion from the thick front face plate (Figure 3-5b). The refraction in the glass and the display
curvature tend to distort the image in opposite directions but do not cancel aut. The problem with these dis-
tortions is that they are viewpoint dependent and non-linear making them more difficult to correct for i the
steren projections [6]. All of these effects drive for the use of a flat panel display for the next generation
System.

Finally, the portability of the display should be considered when selecting a display device. It is possible 1o
find a display that fulfills all of the above requirements, but is too big and awkward to easily mtegrale into
the current system. The desired working volume of the new system is approximately 0.25m" {1l X 0.3m
X (13m). If the system is much larger than this, it will be ditficult to use it in an operating room scthing due
to the confined nature of the operating room.

A number of displays were evaluated against the preceding criteria (Table 3-2). The display devices in-
clude: Liquid Crystal Displays (LCD) and projectors, plasma displays, Electroluminescent (ELY displaves,
high resolution CRT monitors and projectors, Super High Definition Display Television (SHIYTV, and ath-
er novel displays including the Texas Instruments micre mirror display [21] and a diffraction grading dis-
play[1].

I.Because the virtual image exactly mirrors the display device and it location is a {unction ol were
the real image originates. volumeiric display can also be used to present 3-demential overlay
imagery.
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Virtual Image
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Desired Overlay Fram Curved Screen
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Figure 3-4: a) A flat screen will produce a fat un-distorted virtual image. b) A curved screen will produce
a curved virtual tmage that has been distorted by the screen curvature making it no longer register
to object in the Z direction.
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Figure 3-3: a)} Curvature distortion. Point P is the pixel illuminated and point P’ is the perceived pixel. This
distortion will cause the image to appear reduced. b} Refraction distortion. Point P is the pixel
illuminated and point P is the perceived pixel illuminated. This distortion will cause the image o
appear magnified. These two distartions have opposite effect but do not cancel out. The distortions
are a function of the cye position [6].

If a polarized single source stereoscopic system ean be found that does not significantly darken the caviron-
ment (Section 3.2.1), then an LCD projection system will be used for the next generation ot the MRCAS
system. LCD projectors are capable of producing very bright imagery at high resolution from a flal screen
and are available in a smaller physical volume than CRT based projection systems. If an adequate polariz-
tion hased stereascopic method can not be found or developed and the active shatter glasses must be usad
a high resolution CRT projection system will be used for the display device. The CRT projection system are
cupable of handling the increased frame rate required with active shutter glasses. Like the LCD projection
systems, CRT projection system’s produce bright, flat image and arc available in high resolution. A limiting
factor for the CRT based system is the size. CRT projection systems are generally mach larger than o com-
parable resolution LCD projection svstem. This is why a LCD projector is deride for the clinical system.
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3.2.3 Registration

The three possible approaches for performing registration with the MRCAS augmented reality system are
shape. fiducial and template based registration. A registration technigue for a medical augmented reahity
system should meat the tollowing criteria:

» Non-invasive to the patient as possible {i.e. would like to avord placing additional markers or
making incisions for registration}.

» Does not require additional scans {i.e. the initial diagnosis scan can be used).
» Capable of an accuracy less than 4 millimeter.

= Fast, easy, and does not interfere with the case.

Table 3-3 compares shape, fiducial and template based registration for use in a neurasurgical version of the
MRCAS augrmented reality system. After reviewing the three possible approaches tor registration. tenplate
based registration should be considered for use with the clinical version of the MRCAS augmented reality
systerm. If templates can be designed and manufactured (o hold tight tolerances, then it is helieved template
registration will offer comparable accuracy to the other approaches. In additon, the emplate approach po-
tentially offers faster and easier intra-surgical registration than the other two approaches beecause the em-
plate 1s simply fitted to the anatomical structure to be regisiered and no points must be collected. The
template is also a good place for markers to be affixed for patient tracking (Section 2.1.3} due 1o the tight
coupling between the template and the patient. Finally, templatc based registration is potentially fess depen-
dent on the resolution and inter slice spacingl of the scan than the other approaches. Fiducial base registra-
tion requires high resolution scans around the fiducial marks to allow for accurate marker focalization i the
mmagery. Shape based registration, however, requires a high resolution surface model wherever the user
might collect points on the anatomical structure. The template based approach can be constrained ~o that
the template will only make contact with the patient where the scan data is present. Such an approach does
not place requirernents on the scan resolution and spacing such as is required with the shape and tuducial
buscd approach.

I1'it turns out that the required accuracy is not obtainable with template based registration, then shape based
registration will cxamined further. Shape based is more desirable than fiducial based because of the freedom
tn potnt selection and not having to attach markers to the patient before the scan 1s performed. The addition
of marks introduces additional trauma from the marks, and an extra scan as well as cost o the case. Howe
ever, the reliability of the shape based approach is currently uncertain for use in medical domain, I turns
out that shape based registration does not have the required accuracy in the medical domain then the Nductal
approich will have to be used because of the higher accuracy obtainable.

1. The inter slice spucing is the distance between the slices that compose the volumetric data set. Tor most
CT systems this can be as small as Imm between slices. Typical CT protocols for visualization carrently use
5-10mm inter slice spacing.
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Registration
Method

Tnvasive to Paticnt?

Require
Addition Scans
Over Diagnosis

Scan?

High Accuracy?

Faxt/Fasy (o use
imra-surgically?

Shape Based

No - Depending on
Point Collection
Method

Yet To Be Deter-
mined - Depends
on resolution of
initial scan

Yes - If the points
used are well
selected

More pomts required.
but allows freedon in
point used.

Fiducial
Based

Some fiducial mark-
ers must be screwed
into bone but other
can be attached to
skin

Yes - Must scun
after Aducials
are instulled

Yes - I markers
remain station-
ary. Not as accu-
rate if skin
markers are used
due to possibility
of mation.

Yes - Limited number
of points to collect

Template
based

No

Yet to Be Deter-

mined - Depends
on reselution of

initial scan

Yet to be Deter-
mincd - beligved
template can be
well constratned
and goad contact
1 bone can be
achieved

Yes - Pluce mask on
face.

Table 3-3: Registration methods {or use with a neuresurgical version of the MRCAS <ystem

3.2.4 Patient/Surgeon Tracking

The five most common techniques for performing tracking were evaluated for use with the MRCAS systen:
optical (both infrared and visible), magnetic, ultrasenic, 3D range sensors and radio frequency. With all of
the different approaches, it is difficult to select one best approach to use. A tracking system for o medical
augmented reality system must fulfill the following requirements:

« Not interfere or be affected by the equipment in the OR or its personnel.

* Be capable of producing an update rate of at least 30Hz for patient tracking and 30Hz for sur-
geon head tracking to maintain the usability of the system.

= Be accurate down to a few millimeters.
= Not be affected by environmental conditions.

* He as nen-invasive to the procedure as passible.

The five most commonly used tracking techniques mentioned n Section 3.2.4 are companred in Table 34
on page 27 for use with the clinical version of the MRCAS avgmented reality system. The optical infrared
approach was selected for use with the next generation system. This trucking system was chosen tor s lack
ol interference with the OR environment. range, update rate and accuracy. However, the one problem with
it 15 that it reguires line of sight; that 1s, the tracker must have a direct view of the markees heing tracked.

[ae]
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This can be a problem because it is sometimes difficult to ensure a direct line of sight between the patient!
surgeon and the sensor. The line of sight issue can he reduced with multiple receivers placed strategically
around the room to allow for a larger working area before occlusion to the receiver aceurs. Another possi-
hility is to combine the magnetic tracking system with the infrared tracker. The advantage ol the magnetic
system is that it does not require a line of sight to the sensor. However, magnctic systems are very sensilive
to interference from metallic objects located in the working volume. By combining the two, the magnetic
tracker could be used for the few instances when the markers are oceluded from the infrared tracker. This
woubd allow for the higher accuracy of the infrared system to be uscd and still allow for some trucking when
the line of sight can not be maintained,

3.3 The Clinical MRCAS Augmented Reality System

The new clinical version af the MRCAS augmented reality system will be smaller and casier o integrate
inta the operating room, The system will consist of an LCD projector mounted above the surgical held. The
projector will present the overlay on a beam splitter mounted on an arm that s easy 10 maove mand oul of
the surgical field. The surgeon will wear passive polarizing glasses to view the stereoscopic overlays. The
registration between the patient and the imagery will take place by using template base registration. Finally,
the surgeon, patient and entire system will be tracked using an infrared optical tracker. A magnetic tracker
will also be integrated into the system to allow for surgeon and patient tracking to occur even il they are
occluded from the optical tracker. The entire system is tracked, including the display and beam splitter so
that the relation between the display and the beam splitter can be known so that the position of the virtual
inage can be accurately determined. In addition, since it 15 pessible to determine where the virtual image
will be if the display and beam splitter are tracked, the display and the beam splitter do nat have to be held
in & constant relation (o each other, thus allowing for the structure of the system to be less rad.
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4 Validating an Augmented Reality System

The success of an augmented reality systern relics on all of the different technologics working together. Be-
fore an augmented reality system can be placed into a clinical setting, the complete system made up of in-
dividual technologies must be evaluated. A number of different evaluation methods are currently being
developed and applied to the MRCAS system including: the utility of a 3D system relative to 213 one, de-
termining if 3D reconstructions or the planar cross section slices from the volumetric data set olfer better
euidance and localization and measuring the end to end accuracy of the entire system.

4.1 2D Vs. 3D Performance Experiment

A good test of the validity of a 3D augmented reality system involves the following question: does a 3D
approach to augmented reality offer better guidance and navigational aids than a 21 system? The answer to
this question is a function of the procedure being performed with the augmented reality system. Some pro-
cedures can benefit from a systemn that provides stereoscopic overlays, while others require monocular over-
lays. Ta evaluate the best approach for each class of procedure, a number of different tasks must b
performed using 4 2D and 3D system. One such evaluation task applied to the MRCAS systern measures
the speed and accuracy with which a user can align a pin in 3D space. The task requires the positionimg of
a pin in 5 degrees of freedom (the rotation about the long axis of the is of no interest). The clinical cquivalent
of such a task is the positioning of a surgical drill for insertion of external fixation pins [4].

To run the performance experiments, a 2D augmented reality system was created. The 2D systent consists
of three cameras mounted orthogonally to each other (top, left and frontal views). The user was presented
with the three views plus the overlay information on three different moniters (Figure 4-1). The overlays pre-
sented to the users were lines drawn in each of the three views corresponding o the desired position ol the
pin in 3D spacc. The user had to align the pin with the line presented in each of the three monitars, The time
required to altgn the pin as well as the position and orientation of the pin was recorded using an Optatrak
3D position system (Northern Digital Inc. Waterlon Canada).

The MRCAS augmented reality system deseribed in Section 3.1 was used as the 3D system (Figure 4-2).
For the pin alignment task, a 31 madel of the pin was presented to the user as a stereo overlay. The user hal
to position and align the pin to that presented by the overlay in 3D space. When the user was satistied that
the pin was aligned to the overlay, the time required to position the pin as well as the tinal position of the
pin was recorded using the Optotrak system.

A number of interesting trends were apparent from these experiments, When using the 3D MRCAS aug-
mented reality system, the placement of the pin on average was 13.4 seconds faster than with the 213 system
with an ANOVA statistical significance of p=0.01. Despite the dramatic improvement in speed obtained by
the 30} system, the 2D system’s position accuracy {rotational and translational error) was 2.2mim {p=(1L02)
and 4.7 (p=(1.01} better than the 3D MRCAS system. The results of the two svstems are compared in

[
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Figure 4-3.

Figure 4-1: A schematic and actual picture of the 2D augmented reality system used to in the performance
experiments. The white lines in the schematic correspond to the desired position of the pin thlack)
for each camera position.

Figure 4-2: The MRCAS augmented reality system being used for a pin alignment test.
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Figure 4-3: Summary of the results between the 2D and 3D augmented reality system.

The significant positioning accuracy advantage obtained by the 2D augmented reality system can be ex-
plained by examining the display accuracies of the two systems. The 2D overlay system has a physical ac-
curacy of 0.5mm/pixcl over the entire system {camera. lens and monitors). The accuracy was abtained by
measuring the optical work space in which the experiment was performed and then dividing by the number
of pixels on the monitor. On the other hand, the 3D overlay system had a physical accuracy of O0.7mm/pixel
in the XY plane {cualculated with a similar technique as the 2D system) but the Z error (vertically m and oul
of the workspace) was as high as 4.0mm/pixel. Some of the errors in the 3D overlay system can be attributed
to not correcting for a curved sereen, head tracking position error, and system calibration errors,

Calibration errors in the position of the screen can also introduce errors. In addition, not knowing cxuctly
where the virtual image is located (caused from not knowing the exact orientation and position of the beam
sphitter and meonitor) will introduce errors in the Z direction (Figure 3-3). One way to circumyvent this prob-
lem is to track the position of the monitor and the beam splitter. The virtual image will be the shape as the
monitar, except it will be flipped 180 at a distance below the beam splitter equal to the distance that the
monitor is ahove the beam splitter (Figure 3-2).

The final major source of error in the 3D overlay system came from head tracking. The sterco perspective
projections, used to determine what pixel to illuminate to make the overlay appear m the correct position
require knowing where each of the user’s eves are located (Figure 4-4). When building the heixl tracking
system, an assumption was made as to the distance between the user’s eves (Inter-Pupillary Distance. IPD1.
A single IPD was used Tor the system to eliminate having to configure the svstem for each user’s [PD. The
problem with this assumption is that each user of the system will have a slightly different spacing belween
their eves ranging from 50mm up to 75mm with the mean IPD equal to 6dmm [12]. If the cerrect TP i nex
used, the stereo projection will not present the overlay correctly to the users {Figure 4-5) T an 1PD is used
that is too small, the overlay will appear too be closer to the user. However, if the TPD s too large. the over-
fay will appear to be too far away. The only way to correct for this problem is to contigure the system for
each user’s TPD,

[tis believed thut unce all of the above problems have been corrected in the new clinical verston of the MR-
CAS system, the 3D approach will offer the same advantage in speed while increasing the overall accuracy
of the system to a level comparable to the 2D system.
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Figure 4-4: The stereoscopic projections are used to determine what pixels to illuminate as a function of
the object to display and the user’s head position. The lincs that intersect the monitor are the pixels
that are illuminated for each eyc position.
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Figurc 4-5: The eftect of using the wrong IPD in the stereo projections.

4.2 3D Reconstruction Vs. Slices in Yolumetric Data

In the medical domain, surgeons more often view shices taken through a velumetric data set, then 3D recon-
structions of the imagery. It is still un open question whether or not slices from the volumetric imagery are
the best way 10 present overlay information with an augmented reality system, or it 31 reconstructions
should be used instead. It is possible to present both types of overlays: however, the question remains as Lo
which one will provide the best guidance and be of the mast use to the surgeons.

To determine the best imagery for each application. a number of tests must be performed. One such test cnr-
rently being proposed will present both standard slices tuken from CT and a 3D reconstruction from the
same data set. When the using the slice imagery, the system will present an interface to the user to allow the
user to position the sfice anywhere in the volumetric data. The user will be asked to perform a number of
mock surgical procedures using the slice and reconstruction overlays. The ability of the user to aceurately
perform the task with minimal crror as well as the time required will be recorded and compared between the
two approaches. The interface that offers the best accuracy to the user will be selected for the tisk ot hand.
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4.3 Accuracy Test

Knowing the overall accuracy of the system is ol the utmost importance. If a surgeon is to use the system
lor navigational or localization, the system should be above a required accuracy threshold [23]. The accu-
racy threshold should be set such that errors below this threshold are still acceptable [or sale operation. Ac-
curacy is determined by the position of the overlaid guidance information (due 10 registration crrors,
accuracy in the systems, 3D reconstruction errors, ete.), Each procedure that uses the angmented reality sys-
tem can potentially have its own accuracy threshold depending on the accuracy necessary so that inpury will
not occur. I the accuracy threshold is set much higher than necessary for the case to be performued safely.
the cost of the system will be unnecessarily raised by requiring higher accuracy trackers, better displays.
and higher resolation medical seans.

4.4 Cadaver Study

Once a system has gone through all of the above tests, the final test that should be performed with the system
before it ts used in a clinical setting is a cadaver test. Cadavers allow for the most clinically realistic possible
test before the system is used on a patient. With a cadaver, an actual chinical procedure that will bhe per-
formed with the augmented reality system can be tested. A cudaver study is important o help wentify 2
number of complications that can develop when trying to work with real tissues in an OR as opposad 1o
working in a controfled lab environment. For example, the process of building 30 reconstructions from real
tissue is mare difficult then from simple phantoms. Discontinuities in the boundary between the tissues cun
greatly complicate the 3D reconstruction process. By performing the actual clinical case on o cadaver the
hope is that these potential prablems will materials before an actual patient case is performed.

5 Future Work and Conclusions

3.1 Future Work

With a4 number of errors identified in the current system, it will be possible to design and build the next gen-
eration of the MRCAS system such that the errors are reduced as much as possible. The current goal is 1o
build the new system for practical use in a clinical environment. The medical procedures currently heing
targeted will be lesion localization to assist in the inctsion planing and removal of the tumor, When the new
syster is completed, the same set of expertments must be run 1o determine if the major sources of crror were
found and eliminated. The hope is to have a system running and fully validated on cadavers by the end of
the summer of 1996. After this time, 4 number of human trials will be performed to determine the speciiic
clinical acceptance of the systems,

Ome of the intrinsic problems with all augmented reality systems is that once the initial incision has been
made, it is possible that internal shifts of the soft tissue will cause the imagery to no langer correctly repre-
sent the actual tissue geometry, If the imagery used by the augmented reality system is not updated inany
way, the guidance information will be inaccurate if a soft tissue shift has occurred. One wiy to circumvent
this problem is to constantly update the imagery. New magnetic imaging systems are able 1o acconplish
this. The incarporative MRI scanners allow for imagery to be collected at around 1Hz while the surecon is
operating. The imagery collected during the surgery can then be used to canstantly re-huild the accurate rep-
resentations of the soft tissue. The problem with this approach, however, is that the augmented reality sys-
tem must be compatible with a high magnetic field (on the order of .5T up to 1.3T). The hope is te develop
ancw MRI compatible augmented reality system of some type that will draw from the experiences Tearned
with the clinical experiment performed in 1996, The new MRI compatible augmented reality system is
planned to be operational by the end of 1997,
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5.2 Conclusions

Augmentad reality 1s a technique for combining supplemental imagery 10 a scene such that it appe:irs as part
of the scene and can be used for guidance, training, and locational aids. In the medical domain. augmented
reality uses visual medical imagery to offer a physician a direct relation between the imagery and the patient.
The many different applications of augmented reality systems in medicine are just beginning to be realized.
Before medical augmented reality systems become widely accepted. salutions must be found For some hasic
lechnological hurdles, including patient-image registration. patient tracking, stereo display techniques and
display devices. Some solutions to these hurdics have been offered by groups currently building mudicad
augmented reality systems; however, none of these systems have offered complete solutions 1o all of these
problems. The MRCAS augmented reality system was developed as an experimental prototype sysicim to
test difterent solutions to these hurdles in order to overcome some limitations with the current systems. Be-
fore any augmented reality systemn can be vsed in a clinical situation, the accuracy and effectiveness of the
system’s supplemental imagery should be found. If systerns can not be designed that offer mtuitive and uc-
curate supplemental imagery to the user, they will be of [ittle use. When solutions can be found o these
problem arcas and the areas can be brought together to work as a single system, great advances can be made
1o medical augmentad reality systems.
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