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will guarantee that only one request will be received by the  nodes that issued the same operation will lose in the ILA arbi-
memory. The OTDM packet cycle matches that of the com-  tration cycle and can see the ID and transaction of the succeed-
bined size of granu'arity of Mmemory accesses (: cache line Ing node by monitoring the transaction, which is necessary to
size) plus a control field that holds the address and an opera- Verify that the addresses match.
tion code, for example 400 bit (assuming a 32byte cache® Atomic Fetph&Op: _for limited operations, namely thos_e that
line, 64bit addresses, ECC code and some room for protocol ~ °&" be realized byr-ing data. A complete fetch-and-add is not

. . ) possible.
_related information). A_ddress and data fields should _be' Barrier synchronization: uses the multicast acknowledge
interleaved so that the time from the end of the address field  ,athod. Can also be implemented via dedicated bit(s) in a con-
to the time the first datum is sent matches the memory o channel that are tested periodically by all participating
access time. By allowing independent arbitration for the nodes.
data and address portions, the protocol differs from that of
conventional processor/memory busses only by the mean?‘
of arbitration and by the fact that each memory unit has its  Like other scalable interconnect architectures, full cache
own, private bus. The later means that the arbitration for thecoherency can be implemented via directory protocols simi-
data portion needs to consider only the small set of pendindar to those used in Alewife, DASH and S3.mp [11,12,13].
transactions and can occur during thetime. Processors  However the directory protocols can be simplified by rely-
decide based on the address which bus to use, that is thimg on the globally visible event ordeang

3 Coherency Support

OTDM channel number is part of the address. * Write-update protocols become practical because the new
) ) value can be broadcast in one cycle so that the new value
TABLE 2 : Basic Remote Memory Access via OTDM becomes visible atomically.
Line size 128 byte 32 byte ® Three party transactions, such as transferring ownership in an
Cycle time 1280ns 400ns invalidation based protocol allow reflective memory support,
Mean read latenéy 820ns 400ns where both the home and local node receive the dirty cache
R/W bandwidth 100 Mbyte/node 80 Mbyte/node line in one transaction cycle.

a. Assumes critical word first delivery of data. ® Broadcasting becomes a viable solution for directories with
limited number of pointers.

Table 2 gives the performance for remote memory opera-
tions in the case of an unloaded system based on the firs§ Discussion and Future Work
generation OTDM hardware. Contributing to the read-
latency is the time spend waiting for the next arbitration =~ The main problem for OTDM systems right now is the
cycle to occur. While the time of an arbitration cycle is pre- transition from the laboratory experiment to a commercial
dictable, the time of a cache miss is not, hence on averageproduct. The process of cost-reducing the device is partially
1/2 of a cycle is spent waiting. This cycle can be reduced bydriven by the demand, which in turn is a function of the
using shorter arbitration cycles, for example one every 80cost. The first step is the construction of a small network of
bits, at the expense of less bandwidth due to increased ove8-16 workstations connected via OTDM running at 1.3
head. Gbit/sec for each channel. Concurrently, future research will
be directed at refining the OTDM cache coherency proto-
cols.

The basic memory operation does not support any form OTDM is competing with optical wavelength division
of cache coherency. However, global event ordering is pro-multiplexing (OWDM) in the sense that both systems are
vided: once a write cycle has completed, all subsequent readapable of sending multiple high-speed data streams over
cycles on any node will return the new value. It also guaran-the same medium concurrently, hence both systems have the
tees write atomicity: the order of two writes will be same high throughput potential can be configured as a vir-
observed by all remote nodes in the same order. tual crosshar switch. However it is very difficult to control

Given that OTDM provides broadcasting of all opera- the laser frequency precisely and to filter out frequencies
tions, snooping could be considered as a way to maintainthat may differ only by a few Ghz, which is not much given
consistency, but this is not practical because the receiver cathat the operating frequency is near 250 Thz. This has lim-
listen only to one channel at a time. However a large system
could partition itself such that snooping is used on small
subsets of the machines. Essentially, the multicast facility 1. while all coherency transactions are globally visible, it is not possible
would be employed. for a node to snoop all memory transactions due to the limited network

Synchronization operations are relatively easy to imple— interface bandwidth. However, t_h(_e events that are rel_evant tq a directory
ment directly in the OTDM interface: based coherency protocol are visible to the participating parties: once an

N . ; N agent wins the arbitration cycle, it has immediate and definite confirmation
AtO.mIC Test&Sgt. The memory controller prevent; arbitration  ya¢ hoth sides have completed the state transition. Hence the protocol does
until the result is returned. In the case of a heavily contendednqt need to deal with pending messages, race conditions, out of order deliv-

semaphore, the test&set operation combine in the interconnectery, etc.

5.2 Complex Memory Operations




links can be integrated onto one controller chip [19]. control channel would be used to broadcast schedules when
Because the programmable delay elements dominate theéodes are listening to multicasts.
transceiver cost, a multichannel interface is more practical The multicasting support does require that there spare
than several independent transceivers. Furthermore, allchannels, which are a limited resource and that methods are
bandwidth is allocated to a single channel that requires onlyused that manage the network interface bandwidth effi-
one arbitration and that reduces latency. ciently. This problems have been studied in the context of
In a multichannel system, the number of arbitration stepsATM switches and many of the ATM solutions are applica-
is also reduced because each step can resolve more than obé&. The extra cost and complexity is justified for applica-
address bit. For example, if a byte-wide interface is used, a@ions that intensively use multicasting and that have
unary encoding resolves 3 address bits in each arbitratiorpredictable and slowly changing traffic patters, in particular
cycle. multimedia and video server applications.

4 Message Passing Multicomputers 5 Shared Memory Multiprocessors

Besides higher throughput and lower latency, building a The most demanding application for high performance
message passing multicomputer based on an OTDM interinterconnect networks are shared memory multiprocessors
connect system offers a number of capabilities that are diffi-because they tend to need more bandwidth and generate
cult to implement in electronic switching fabrics, in  more irregular, fine grained traffic. The performance of
particular global synchronization operations and multicast- shared memory multiprocessors depends critically on the
ing. The synchronization capabilities of OTDM systems latency. An OTDM system is insensitive towards traffic pat-
will be discussed in the next section. terns by virtue of being fully connects. By providing about

Since multiple receivers can share a channel, multicast-250 Mbyte/sec bandwidth to each node with a single inter-
ing simply requires designating a channel for the multicastface (multiple transceivers can increase this figure), OTDM
and to schedule all recipients to listen to the multicast chan-is well match to shared memory systems with distributed
nel. The schedule for each receiver is established when theaches. The latency is dominated by the parallel to serial to
multicast channel is created and can be broadcast through parallel conversion, which can be partially hidden by mem-
common, designated control channel to all I/O interfaces. ory designs that supply the critical word first.

ILA arbitration coordinates the sender as in the case of the The most interesting feature for the architect of the mem-
single channel connection. ory hierarchy is the globally visible event ordering in

A simple flow-control mechanism uses a negative OTDM, which is not present in any electronic multistage
acknowledge by all recipients so that the absence of a signaswitching fabric. Because of this capability, cache coher-
in the designated slot indicates that all receivers have conency protocols can be simplified and synchronization opera-
sumed the message. Unfortunately, in this case it is necestion can be supported directly.
sary that all recipients decide over successful reception
immediately. To avoid this problem and allow more time for
the receiver process, the messages that are broadcast need toMost shared memory multiprocessors collocate the
carry a sequence number. This number is then used in anemory units with the processing nodes so that local refer-
reverse ILA arbitration, where the receivers communicate ences do not need to traverse the global interconnect sys-
the number of the most recent message that was processdé¢m. The architecture that is described below assumes this
by all receivers. organization and considers only the global accesses where

Multicasting through a dedicated channel means that thedata is read from a random, remote node. Conceptually, it is
receiver of a participating node must be tuned to the multi- easier to assume that memories and CPU are attached to the
cast channel and cannot concurrently listen to messages thanterconnect system through separate interfaces, even
are addressed to it. The expensive solution to this problenthough in practice the transceiver hardware would be
is to add a dedicated receiver to each node. This does naghared.
mean that a node requires extra connections to the central FIGURE 13 : OTDM Cycle Format
hub because the shared medium carries all data. Further-
more, some optical components (for example the framing An D'na Dn Ans1 D'y D41
pulse extraction) can be shared.

In the case where nodes do not need the bandwidth that | | —
multiple receiver could provide, one receiver can be time 320b

: : / - teye €% 80b
shared between different traffic types (multicasts and dedi- tac

cated node-to-node). For example, nodes may be required to Basic memory access is started by a CPU trying to send

listen to a global control channel once ever 10 msec. Th'sthe address of the memory location through the OTDM
interconnect system to a memory controller. ILA arbitration

5.1 Basic Remote Memory Access

»




FIGURE 10 : OTDM Saturation Bandwidth FIGURE 12 : Throughput vs. Offered Load
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Figure 11 shows the impact of dual ILA arbitration on 3.3 Flow Control
the latency distribution under relatively high load condi-

tions. It should be noted that priorities can be used to con- h | of the data destination. it listen to the desti

trol the latency for a subset of the traffic, for example if real- channet of the data destination, It can listen to the gestina-

time applications such as audio and video demand timelytlon sending a acknowledgg signal at a predfetermlned time

delivery of their data. This capability is not present in most slot. -Hence acknowlgdg(_e signals are immediate and do not

existing, electronic switching fabrics require that the destination node send a separate acknowl-
' ' edge packet. The destination may also participate in the ILA

Since the originator of data can tune his receiver to the

FIGURE 11 : Latency Distribution arbitration cycle. For example, by sending a ‘1’ in all arbi-
> 10~ tration bit positions, the destination can prevent any node
= 20.01 % load from succeeding (provided that the all-’1’ node-ID is
<] 09 40.02 % load reserved for this purpose). In the case of dual ILA arbitra-
Q 50.02 % load tion, the second arbitration cycle may succeed so that the
o 0.8 60.00 % load !

a 69.18 % load originating node does not waste transmission cycles.
0.7 10.01 % load Likewise, the sending node may inhibit ILA arbitration
06 58:8% 02 :ggg by the same means in order to send a message that spans
50.02 % load several packets. Since the OTDM system operates more
0.5 58.53 % load efficiently on fixed size packets, variable length messages
0.4 need to be sent as a sequence of packets. Inhibiting arbitra-
tion will make sure that these packet will be delivered as
0.3 one burst. While in-order delivery is guaranteed anyway, it
02 is desirable not to mix messages in order to keep the
01 receiver interface simple.
00 —_— . 3.4 Multichannel Network Interfaces
' 100 The bandwidth of a single transceiver is limited to that of
Latency [Xmit-cycles] one full-duplex, bit-serial connection. More demanding

applications require access to a larger fraction of the total
System bandwidth. Rather than using multiple, independent
receivers, it is simpler to build a multichannel interface that

tuses several adjacent channels. As in Figure 1, one pro-

injection logic in each node), the traffic condition is directly 9rammable delay element is used for each of the transmitter

observable by each node, without delay. Hence the dats"d receiver. However, the output of the delay element is
needed for traffic control algorithms is available locally. split into several signals, each 1 channel spacing delayed in

time. Separate modulators and TOADs are used for each of
the these channels, each feeding a separate serial link. All

Another important interconnect characteristic is the deg-
radation behavior as the offered load approaches saturatio
(Figure 12). Given that there is practically no buffering in
the OTDM system (all buffering takes place at the packe



elimination of half of the potential requestors is logically 3.2 Performance

similar to techniques used_by IBM in the e_arly 605' An OTDM system with randomized ILA arbitration
The reason for spreading the_ arbitration bits across aNchieves the same performance as an input buffered cross-
entire packet is to allow these bits 1o propagate to the hUboar switch. This means that in the case of randomly distrib-

and back and to allow sufficient processing time for the 1D uted packets, only about 60% of the available bandwidth

checkfprociahssirr:ngupéo(:hse tha: hodes arf Ioc?tle((j;g/p t?hz'Pan be utilized, provided that the outputs of the crossbar are
away from the nub, and the system operates a S N®Haver blocked. The ILA arbitration methods can be modi-

the roun_d tr:ptdele_ly s at;?{ut t'22 b;';tperioc:js:[ V\Sth margir: fgrbﬁed so that each node trying to send packets is given two (or
g;og_e;ssung a encfle:_l,_,artl rf"; '023 IbS tnee I o be Siparﬁﬁ ?ﬁore) arbitration cycles. If the first arbitration attempt fails
IIs. In case o raffic ( yte cells), each cell has due to a collision with another node, the sender tries to send

room for 13 bits of arbitration, allowing for up to 8192 con- e second pending packet in its outbound queue. In the case
; o i
Lenddlngdnrc])des at Itlhe expen_s;a] ofla_ IOSE of 2'7|5A’ In chanr:j here nodes have the ability to queue outbound traffic and
andwidth (actually, one might claim that no loss occurre are able to deal with out-of-order packet delivery, dual ILA

because the arbitration bits could be used as the SOUICE itration i o .
rbitration improves throughput significantly (Figure 9).
address of the next packet). Larger hub to node distances or frration Improv ughput signifi y (Figure 9)

shorter packets require that the arbitration takes places more FIGURE 9 : Crossbar Saturation Throughput

than one packet time in advance (deeper pipelining). S 100

The actual cost for ILA arbitration is larger because it =
takes about 2-3 bit-times to switch channels, hence each § 95 \ Dual ILA Arbitration
arbltratl_on bit costs about 5—_7 actually transmitted b_|ts. = ol \\ Single ILA Arbitration
Alternatively, a dedicated receiver may be used for arbitra- N
tion purposes. Since this receiver can share the delay ele-= 85

. . : : D

ment of the transmitter, which dominates cost, this approach —. gg |
is less expensive than a fully independent receiver. § -
3.1 Fairness and Priorities o

ILA arbitration as described above enforces strict priori-
ties: if the most significant bit of the ID is transmitted first, 65
larger ID numbers will always win. This property is unde- 60 L
sirable in systems that try to provide resources equally to all
nodes and can lead to life locks. In order to achieve statisti- S5
cal fairness, randomized ILA arbitration scrambles the node 50 R T T T T TR TR T T
IDs in a predictable fashion before using them. For this pur- 1 2 4 8 16 32 64 128 256 5121024
pose, each node computes a sequence of pseudorandom # of Nodes

numbers t_hat are exclusiee-ed to thg no.de ID before arbl—. Figure 10 shows the saturation bandwidth of an OTDM
tration. Given the global synchronization, each node will jierconnect system that uses the current implementation

compute exactly the same PRN sequence, hence the SCrami, .o meters. This number is put in perspective with the raw
bled IDs are still unique. Provided that the PRN sequenceyise tion handwidth of several electronic switching fabric,

has a periodicity oh (for example counters, LFSRS), itis \yhare no deductions were made for protocol overhead or
guaranteed that each node will be granted access in NQaqqrce contention. Given that most of the electronic
longer tham-1 cycles, hence it is obvious that randomized gy isches use wormhole-routine, their saturation throughput

ILA arbitration is Ii_felqck free. s typically limited to about 40%.
There are applications where hardware supported priori-

ties simplify the communication system. For example, a dis-
tributed shared memory system requires at least 2 levels of
priorities to avoid deadlocks in the cache coherency proto-
cols. Randomized ILA arbitration is easily modified to sup-
port multiple priority levels, by placing a binary
representation of the priority level in front of the scrambled
node ID. For example, to support 4 priority levels, 2 extra
arbitration bits are needed. Within each priority level, fair-
ness is assured.



common to conventional bit serial communications meth- ratory equipment that is manufactured in very low quanti-
ods are unnecessary. All of this circuitry can be integratedties and hence is much more expensive than industrial
into one CMOS ASIC, using recently developed serial link components.

technology[8].

The most costly components of an OTDM transceiver 3 OTDM Crossbar Control and Arbitration
are the two delay elements, due to the number of SOAs.

However, recent advances in the production of laser arrays  Given the interconnect hardware described in the previ-
and in integrated optics has led to the belief that the opticalous section, a computer interconnect architecture that is
assembly of an OTDM transceiver could be manufacturedpased on OTDM should be able to utilize the switch effi-
in volume for less than $1000. Integration could also reducecienﬂy and in a manner that preserves the low and uniform
its size to about the size of a matchbox. latency. Controllers for small, electronic crossbar switches
2.6 Summary: Optical Hardware are fairly simple can be co-implemented with the actual

. switch[1]. However, this approach does not scale to 250 or
The OTDM hardware described above has been demonggoo nodes because the circuit has essentiallﬁlg)m

strated in the laboratory in a configuration that could sup- complexity.
ports about 250 channels, each operating at about 1 Ghit/

sec[7]. The number of channels is limited by the pulse FIGURE 8 : Interleaved Look-Ahead Arbitration

width of the laser, the available power-levels, photo detector Packet n Packet n+1
sensitivity and the dispersion of the interconnecting fibers.
Ultrashort pulse lasers are practical to support about 5000 | I | | I I

channels [5]. The power budget analysis indicates systems A, A, A, A, As A, A A
with 1000 nodes or more are feasible with current technol-
ogy[6]. The fiber dispersion will limit the physical distance

between the central star-coupler and the attached nodes to Node A o 1 I
about 100m, which is more than sufficient for multiproces- Node B: o 1 1 o
sor interconnect systems and ultra-fast local area networks
that could support networks of workstations[10] with super-
computer class communication bandwidth. The bandwidth
for each channel is limited by the repetition rate of the laser
and by the TOAD recovery time. A figure-8 laser has been
demonstrated to operate with a repetition rate of up to 10
GHz, while the TOAD switching rate may approach 50

Channel x: 0 1 1 0

The arbitration mechanism illustrated in Figure 8
exploits the characteristics of the OTDM hardware to
achieve near lossless channel allocation. In interleaved
look-ahead (ILA) arbitration, data is sent across the system
in the form of packets of a fixed size (for example ATM

GHZ', cells). While the transmission of packet n proceeds, nodes
TABLE 1: OTDM Characteristics that want to transmit data on chanrélne their transmitter

Property Current Future Potential and receiver to channeland begin transmitting their node-

# of Nodes 250 5000 ID, which is unique for each node in the system. Transmis-
Bandwidth per Node 1 Gbits/sec 50 Gbits/sec sion of this ID occurs at regular intervals that are inter-
Channel select time < 5ns <2ns leaved with the ongoing transmission of packeThis
Node k:fungﬁistance =50 nS:lf'Ob;:nde'a) ~20 i ;(';'5’?; delay interleaving is possible because all transmission are syn-

Concurrent Send&Rcb. Yes Yes chronized to the central framing pulse source, hence it is

Cost / Node ~$20000 <$1000 possible to operate multiple transmitters concurrently on the

a. Using a 1 channel receiver, Receivers that use multiple same channel. By convention, packets are transmitted with
TOADSs can increases this bandwidths by sending multiple bits ‘0’s in the position of the arbitration bifs,. The recipient of
during one bit time. packet n will simply ignore data in the arbitration bit posi-

_ o tions. Both nodé\ andB will only send their ID in the des-
Table 1 summarizes the characteristics of the current 'abignated bit position so that they do not interfere with the
prototype and the potential of future implementations. The ongoing packet transmission. When the participating nodes
latency is largely determined by the time it takes to serialize h5ye sent one bit of their ID, they will monitor the data to
data at the sender and deserialize data at the receiver. Thee if the received ID bit matches the one that was sent out.
actual time to traverse the switch is just the speed of light|f 5 giscrepancy is detected, the node will not continue send-
delay inside the fiber, typically 5.5ns per meter, It should be g jts D rather it will retry on the next cycle. Because the
noted that the current cost per node refers to precision labopeceived data is the logicat of the transmitted data and
because node ID’s are unique, exactly one node will suc-
ceed in sending its ID. This node is subsequently allowed to
1. British Telecom has just demonstrated a 40 Ghz repetition rate TOAD. send its packet in slat+ 1. This arbitration by successive




2.4 The TOAD Device FIGURE 6 : An Experimental TOAD

Building an opticabnd-gate is difficult because light sig-
nals tend not to interact with each other. In order to interact,
some nonlinear medium is required. Past attempts at build-
ing such gates either required very high power levels or
very long interaction lengths[4], neither of which were prac-
tical in a computer network interface. The TOAD is a new
device that is both compact and does not require high power
levels. Unlike other attempts at optical and-gates, the
TOAD does not try to function like a conventional gate, that
can switch quickly at a rate comparable to the switching
speed. Rather the TOAD can switch on/off only once before
it needs to recover for about one bit period.

FIGURE 5 : THz Optical Asymmetric Demultiplexer ] ]
owtnng Figure 6 shows an experimental TOAD assembled out of

Opica esponse ot qindow commercially available components in the Princeton Labo-
esr Flement ratory [7]. Figure 7 shows measured results of the output

cc:::,g'I« TG intensity of the TOAD as a function of the relative positions
Puises «g % 4 owsignn of the signal and control pulses, whéweis 100um. The
o B puies data shows that the TOAD passes light for about 4ps, which
TI : corresponds to a switch capacity of 250 Gbit/sec.
T Midpoint FIGURE 7 : TOAD Performance
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The TOAD consists of a fiber loop connected to a sym- S oo4f
metric 2x2 coupler (Figure 5). The other side of the coupler &
is connected to the signal input and to the photodetector of & ol
the receiver. Without the other components, light from the ’25
input is split by the coupler into 2 equal parts that traverse 0 s 0 3 0 3 !
the loop in opposing directions. Because each of the two Delay of signal pulse relative to control pulse [ps]

signal components will have _trqversed exactly the same d's'2.5 OTDM Transceivers
tance when they meet again in the coupler, constructive
interference occurs so that all light is reflected back into the ~Besides the optical components outlined in Figure 1,
input fiber and no light reaches the detector. This loop-mir- there is the digital circuitry that is required for a functional
ror contains a nonlinear element (a SOA) that is locatedOTDM computer interface. Data must be supplied to the
slightly off-center from the half way point. If the control transmitter synchronous to the arrival of the framing pulses.
pulse, that is injected elsewhere into the loop, reaches thd his can be achieved by having a separate detector that
nonlinear element, it will change its index of refraction such senses the framing pulses. However this detector would
that light traversing it before and after the control pulse will have to operate at twice the transmission data rate. A sim-
experience slightly different propagation delays. This dif- pler and more cost-effective method is to rely on the
ference in delay will change the interference condition suchreceived signal. Since the TOAD is gated by the framing
that light is directed into the detector for a duration that cor- pulses, data is being received with a fixed phase relation to
responds to twice the distance of the nonlinear element tathe outbound data stream. Hence the recovered clock from
the midway point. the receiver may be used to control the transmitter, provided
that the data encoding method provides sufficient transitions
for a conventional clock recovery scheme.
Since data is sent and received strictly synchronously,
there is no need to re-establish bit or frame alignment when
the receiver switches channels. Hence preamble sequences



their own transmission. This capability allows a node to FIGURE 4 : Optical Delay Element
compensate for the signal propagation delay between its

transmitter and the central star-coupler, such that the trans- So @
missions of all nodes line up properly. Furthermore, trans- 'nrﬁt Output
mitting nodes can detect the presence of multiple =

transmissions on the same channel because the light from -Sy -S; -5,
all sources is added, so that the photodetector actually

receive the logicabr of colliding transmission. Binary controlled delay elements can be implemented by

] cascadingN switches that direct the light to either of two
FIGURE 3 : Logical Crossbar Structure signal paths with delays that differ %*2'('\"”): wheret,,
is the bit period and the index of the control bit [17]. For
example, if the system operates at 1 Gbit/sec, the fiber in D2
of the 3 stage delay element in Figure 4, needs to delay light
by 0.5 ns, which corresponds to about 9cm. The incoming
) light is equally split in two parts that are fed to the two solid
state amplifiers (SOA) Sand-S,. SOAs are essentially
laser diodes without mirrored ends that have fibers attached
Ty to each side. When current is supplied, light entering on one
side is amplified before it exits the other end. Without cur-
rent, the incoming light is attenuated. Depending on bit 2 of

Ts @ Ra the control signal, only one SOA is turned on. SOAs can be
CCD R, turned on or off within about 1 ns, so that the delay element
can switch very quickly to a different channel. The delay
D)= Ra element also provides some amount of light amplification.

Given a collection of nodes, the channel numbers serve For the large system, the precision of the required delay

C . . ]elements becomes demanding and implementations that use
as a form of destination address designating the outputs of;. , : - _
discrete fibers will become costly. However, it is possible to

the switch. For example, the transmissions on channel 7 are : .
. P .— Integrate the delay elements via waveguides that are formed
normally received by node C in Figure 3. However, this

. ) Lo .via titanium doping of a glass substrate. This allows precise

channel to node assignment is not necessarily rigid, rather it ; .
. : C control of the geometry using lithography methods bor-
is possible to agree on meta-destinations that causes data tg : . o :
) ..~ rowed from the semiconductor industry. Optical integration
be sent to multiple nodes. In the example, all transmissions
on channel 4 are received by nodes B and D can also be used for the couplers and elements of the

y ' TOAD, as well as the high fan-in/out couplers of the hub

2.1 Ultrashort-Pulse Lasers [18], resulting in smaller and less expensive nodes.

There are several practical lasers that can produce2.3 Controlling Delays
extremely short light pulses. I.:or. example, 'T' Dullngs_ fig- The distance between the hub and the nodes will vary in
ure 8 laser[5] uses a fiber-optic ring cavity with a section of

erbium-doped fiber that serves both as the lasing medium’" o_perauonal system becausg It s not practical to control
. ; . the fiber length to sub-mm precision. Furthermore, tempera-
and as an intensity-dependent optical element that cause

the light racing around the ring to be concentrated into short ure changes and mechanical stress on the fiber may change

bursts. This device has produced light pulses as short as 981e propagation delay beyond the channel spacing. Tc_) com-
fs (1 fs = 1015 sec.) at repetition rates of up to 10 G pulses/ pensate for these effects, each node needs to monitor the

. . ; delay from its transmitting element to the hub by periodi-
second. Because the light energy is compressed into such & . . e : .

: . o ) cally looking at its own transmission. A piezoelectric fiber
short time, these light bursts are quite intense: a 1 mW pulse

laser with a pulse width of 100 fs and a repetition rate of 1 itéficgiri:Ith_?rrﬁst?ssiﬁlsa?/nSéozvnlyh?ymétl);ﬁ;ttlg:] %ffttrr]]ee ;T/ae?__
GHz, has a peak power of about 10 KW, which provides P g 9

. . Co age light intensity that is observed by the receiver. By
?no:ndyf;aotrgér;g pulses even if the output is distributed amongrelating the intensity change to the applied delay, the servo

electronics that controls the fiber stretcher keeps the trans-
2.2 Rapidly Tunable Delay Elements mitter properly centered on its time-slot relative to the fram-

Both transmitter and receiver rely on a delay element to'n9 puIs_e. _Th|s Servo mechaplsm d_oes no_t ”_’“paCt ongoing
transmission, because the intensity variations are small

select which channel to operate on. Given that this delay o . :
ompared to the digital signal. It turns out that the arbitra-

needs to be stable to less than the channel spacing time, ,ff hanism d bed lat ires that th ¢
cannot be realized electronically. lon mechanism described later, requires that the own trans-

missions are periodically received. Delays that exceed the
channel spacing are controlled digitally.



2 Optical Time Division Multiplexing FIGURE 1 : Basic OTDM System

One way of building a crossbar switch is to take the data Mode Locked Laser —, j»
that each attached node is trying to send and multiplex it on
one common medium that is broadcast to all participating
nodes. Each node has a receiver that is capable of extracting
its messages out of the combined broadcast. This approach
is similar to that of a bus, however the bandwidth of a bus
usually matches the node interface speed, while in the case
of a shared medium switch, the interface bandwidth is small
compared to the total transmission capacity.

It is obvious that this structure is not an interesting

approach for an electronic implementation because there is d. :
no electronic medium that can broadcast several hundred b b
Gbits/sec. However, an optical fiber has a transmission

capacity of more than 10,000 Gbits/sec, which is more than T-CH# TxData R-CH# RxData
10x the entire bisection bandwidth of any switching fabric
in existence. Given that there is no possibility to match this

speed eIlectronicaIIy through one interface, _the phOtc_’niCSattached nodes. The optical components at the node inter-
community has concentrated on ways to multiplex multiple, face feed the framing pulses to a modulator that either lets

independent electronic data streams onto one fiber, usually[he pulse pass through or absorbs it, depending on whether
in the context of long distance telecommunication. There . o 4e wants to send a ‘1’ (= Iight,) ora ‘0’ (= no light).

are fundamentally two different approaches, optical WavVe- The transmitted data is then sent through a programmable

Ie_n_th divisipn multiplexing (OWDM) and optical tirn_e— delay element that determines on which channel the data
division multiplexing (OTDM) [9]. For the purpose of high will appear. The output of the transmitters from all nodes is

perfor.mance.computer interconnect sy;tems, OTD,M is carried back to the central hub where the light is combined
more interesting, because the synchronicity inherent in angg subsequently distributed to all attached nodes
OTDM system allows efficient control and arbitration oper- The receiver section of each node uses a device that sep-

ationﬁ. These caﬁabilities vvlillfbe discussed in detail belcr)lw. arates the data from the framing pulses (for example by vir-
Another reason that currently favors OTDM systems is t al e of their polarization) and feeds the received data through

the TOAD device a!lows their |mplemeptat|on with off-the- a programmable delay element that selects the receive chan-
shelf optoelgctronlc con_"nponents while OWDM systems .| The framing pulse is then used to open an ol

require special lasers with controlleq frequenues.and S‘pe'gate that isolates the data of the selected channel from all
cial filters to extract channels. Practical lasers suitable forother data. The resulting bit stream is then sent to a photode-

OWDM c(;JrrentIl))/lsuf_pl)port ohnly a small nglmbefr oflchgnnels tector that converts that data back to the electronic domain.
(<50) and tunable filters that are capable of selecting therp jmportant feature of this transceiver is that all elec-

data flrom ?]patl)rtmular O\r/]VDM chaaneI_ arelslow to ﬁhang?tronic devices (modulator, detector and delay elements)
wavelengths ecause they typically involve mec anical 5o rate only at the channel bit rate.
components (piezo-tuned etalons or surface acoustic wave The key element of the OTDM system described above

grati.ngs). ) , , is the opticabnd-gate. Lacking a fast and practieal-gate
Figure 1 outlines the basic structure of the optical hard'prevented previous OTDM switch proposals [6] from

ware th_at is the basis for this paper [6]. At the center of th_eachieving compelling performance levels. The recent inven-

SW'tCh_ is a mode-locked, pulse cqmpressed laser that eMit$on of the TOAD device (described below) changes this sit-

a continuous steam of very short light pulses. The pulse rate ~tion [3]

is equal to the bit rate that is used by each attached node, for ' _ ) ] o ) )

example 1.3 Gbit/sec. The pulse-width of each light burstis ~FIGURE 2 : Optical Time Division Multiplexing

much smaller, for example 1ps. This laser will act as a cen- «BitPeriod

tral clock source. Channel
01234567 01234567 01234567

The pulses of the mode locked laser are fed into a passive
power splitter that distributes the light equally to all

Intensity

AData Pulse AFraming Pulse Time

Figure 2 shows the signal that is sent to the receiver of
each node. Each node can tune its receiver to any given
channel. In particular, nodes are also capable of receiving
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Abstract

Crossbar switches are rarely considered for large, scal-
able multiprocessor interconnect systems because they
require O(nz) switching elements, are difficult to control
efficiently and are hard to implement once their size
becomes too large to fit on one integrated circuit. However
these problems are technology dependent and a recent inno-
vation in fiber optic devices has led to a new implementa-
tion of crossbar switches that does not share these problems
while retaining the full advantages of a crossbar switch: low
latency, high throughput, complete connectivity and multi-
cast capability. Moreover, this new technology has several
characteristics that allow a distributed control system
which scales linearly in the number of attached nodes.

Theinnovation that led to thisresearch isan optical and-
gate that can be used to demultiplex multiple high speed
data streams that are carried on one common optical
medium. Optical time domain multiplexing can combine the
data from many nodes and broadcast the result back to all
nodes. This paper discusses OTDM technology only to the
extent necessary to understand its characteristics and capa-
bilities. The main contribution lies in the description and
analysis of interconnect architectures that utilize OTDM to
achieve a level performance that is beyond electronic
means. It is expected that cost-reduced OTDM systems will
become competitive with the next generation of interconnect
systems.

1 Introduction and Motivation

In the absence of implementation constraints, the ideal

do not scale well, which is largely due to the fact that they
require 0(12) switching elements fom nodes. Crossbar
switches with up to 32 nodes can be implemented on one
integrated circuit [1,2], but this does not solve the scaling
problem because of the limited number of data paths that
can be connected to one chip. Furthermore, it becomes
increasingly difficult to control a crossbar as its size grows.

This situation led to the development of multistage elec-
tronic switching fabrics, where many smaller switching ele-
ments are interconnected in certain topologies to
approximate the functionality of large crossbar switches.
Many years of intense research have culminated in intercon-
nect systems that support 1000 (or more) nodes and achieve
up to 100 Ghyte/sec bisection bandwidth with mean laten-
cies of about 150 ns (Cray T3D, 0O-load latency). However
such systems do not achieve full crossbar functionality: the
time for a message to traverse the interconnect is variable
and depends on many factors, so that the sending node does
not know when its data will arrive. Besides lacking a glo-
bally visible event ordering, switching fabrics generally do
not support broad- or multicasting.

A recent innovation in optics, the Teraherz Optical
Asymmetric Demultiplexer (TOAD) is going to challenge
electronic interconnect systems [3]. The TOAD device
allows the construction of large, high performance crossbar
switches in a manner that scales linearly in the number of
attached nodes. In the laboratory, a TOAD based data trans-
mission experiment has shown performance characteristics
that would allow the construction of a system with a bisec-
tion bandwidth of 250 Gbits/sec. The technological limits
indicate that operation at rates of more than 5 Thits/sec are
conceivable. Therefore the potential performance of a

processor interconnect system is the crossbar switch
because it provides full connectivity at uniformly low laten-
cles a_nd peak throm_Jg_hput thatis simply the band_W|dth of aover, the TOAD based interconnect system offer several
node interface multiplied by the number of nodes in the sys- L . . . oo
. . . apabilities that are not practical in electronic switching

tem. Crossbar switches can implement any permutation an(f . . ) X

; . . abrics and require fewer components, which should ulti-
support arbitrary multicasting. Unfortunately, crossbar

i . . dﬂately lead to much lower costs.
switches implemented by electronic means are costly an ; —_— ; _ .
This paper will give a brief description of the operation
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TOAD based interconnect system exceeds that of the best
current electronic switching fabrics by a factor of 10. More-



