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COMPUTER ANALYSIS AND CLASSIFICATION OF PHOTOGRAPHS OF

HUMAN FACES

Toshiyuki Sakai, Makoto Nagao, and Takeo Kanade

(Kyoto University, Kycto, Japan)

I. INTRODUCTION

In picture processing and scene analysis by
computer, compared with character recognition, we are
confronted with much more complicated pattern varia-
tions and noise behavior. Therefore it is necessary
that the processing should take advantage of structur-—
al or contextual information about object patterns in
order to achieve good results.

In this paper, a context-controlled picture pro-
cessing scheme is first presented. After that follows
a description of a program based on that scheme to
extract feature points from a photograph of the human
face, including the eyes, nose, mouth, and chin. The
processing results of nearly 800 photographs by the
program are alsc demonstrated. ;

Human faces are very interesting as objects of
automatic picture processing for several reasons:
(1) They are not artificial, and not as simple as
cubes or pyramids.
(2) A face has many components constituting substruc-
tures: eyes, nose, mouth, chin and so on, which need
exact analysis. :
(3) Such components are distributed within a certain
permissible range in the face, whose mutual relations
should be correctly grasped for recognition.
(4) The variety of human faces is as large as the
human family.

Research on human~face identification has been
done by several people. Bledsoe[l] developed a man-
machine system, in which a computer classifies human
faces based on the fiducial marks drawn by humans on
the projected photographs. Harmon and his group[2]
recently constructed an interactive system for face
identification that takes advantage both of the
human's superiority in describing face features and of
the machine's superiority in making decisions based on
accurate statistics. Kaya and Kobayashi[3] have dis-
cussed, in information-theoretic terms, the number of
human faces that can be distinguished by using nine
geometric parameters. Studies that deal with faces as
picture processing are found in [4] and [5]. Sakai,
Nagao and Fujibayashi[4] have written a program to
detect faces in a photograph by the use of templates
for the mouth, nose, eyes and contour of the head.
Kelly[5] tried to identify about a dozen pecple by
measuring a set of parameters out of a full-length
photograph of a man. 3

In brief, our method is as follows; A binary-
valued, line-like picture is first obtained out of a

gray-level picture of a face by applying a Laplacian
operator. Then, the positions of eyes, nose, mouth
and chin, and chin contour are detected. The computer
program employs the "detectionzafter-prediction” scheme
like Kelly's. The distinguishing feature of our pro-
gram is that subroutines divided into blocks, each for
detecting a part of the face, "are combined into action
not only by making use of the contextual information
of a face, but also by employing a feedback mechanism
for corrections and retrials.

IT. PATTERN STRUCTURE AND PROCESSING METHOD '

The pattern-matching method, we know, is not very
effective for recognizing patterns with large varia-
tions. In extracting features from a picture, two-
dimensional Fourier transforms and histograms of gray
levels may be useful, for example, in distinguishing
corn fields from woods in aerial photographs, but in
cases where the structure of the pattern is of more
concern, they do not work satisfactorily. Therefore,
it becomes essential to provide the computer with the
structural information of patterns. Noticing the anal-
ogy between the structure of patterns and the syntax
of languages, Kirsch[6], Narasimhan(7], Ledley[8], and
others took the so-called linguistic approach. As
shown in Fig. 1, the input pattern is first represented
in a string of primitive elements which are extracted
in a rather microscopic way. Then a syntactic analysis
is performed on the string in order to decide whether
the given pattern is in the particular class or not.
This approach could be successfully applied to line-
like patterns, such as handwritten characters, tracks
of bubble chamber photographs, and chromosome pictures,
achieving more flexibility than the template-matching
method or the method based on the statistical decision
theory.

Some difficulties will be encountered if one tries
to take this linguistic approach in processing photo-
graphs of human. faces. If small line segments, arcs
and the like are selected as the primitives, then the
resultant rules for composing a face will be intoler-
ably complicated and awkward. Moreover, a lot of moisy
line segments unrelated to the face structure, perhaps
from wrinkles and hair style, will be annoying. Thus
it will be more convenient to consider a face to be
composed of larger components such as eyes, nose, mouth
and so on, having the relatively macro-positional rela-
tions. Remember that the eyes, for instance, are
recognized as such only in the context of a face; other-
wise many components would be found in the picture to
have the shape of the eye. Therefore it is necessary
to search for the component with the shape of the eye
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Fig. 1. Introduction of structure in the linguistic

approach. This scheme is not satisfactory
for complex pictures.

.

in the estimated region in which the eye must exist.
That is, the detection of the primitives or parts
should not be separated from the structural-analysis
stage as in Fig. 1, but the former needs to be under
control of the latter.

The scheme of Fig. 2 is better for this purpose:
first the region in which a particular part (e.g.,eye)
is predicted to exist is determined by taking full ad-
vantage of a priori knowledge of the object patterns
and of the global but scmetimes not so precise infor-—
mation.extracted from the input picture. Then the com-
ponent with specific properties is detected in it. As
a result, the information about the picture under pro-
cessing is reinforced and this can be used, in turn,
for determining where to look for the next part.
Iteration of these processes leads to the acquisition
of information enough to describe the given picture.

Procedures of detecting parts are divided into
subroutines and they operate on the estimated search
area and under given constraints. For rough and tenta-
tive estimation of search areas, procedures insensi-
tive to noise are used which might not be so accurate,
but once the search areas for specific components are
given, accurate procedures are employed which deter-—
mine the exact properties of the components. If the
program fails to detect the part satisfying the speci-
fied conditions in the predicted area, it diagnoses
the cause, and may modify the program parameters, or
may go back to the former steps. This kind of feedback
unechanism makes processing very flexible.

the top-down goal-oriented
syntax analyzer of Shaw[9] in that it employs "detec-
tion-after-prediction" process. In our scheme, how-
ever, (1) a priori structural information about pat-
terns is embedded in the procedures, therefore, (2)
the next part to be looked for and its search area are
determined by taking into account a broader context
than the local head-tail conpection in Shaw's analyzer,

This scheme resembles

a priori knowledge input pattern

of the object patterns l
Detection of the
Total 2
inf % component with
=10 Drgﬂtl?n FErSETS specific properties
ol e e [ iRl B within the predicted
pattern region
I (success) (failure)
| 1
i reinforcement _J :
I ¢ |
e - Comeion, sOEslal o 0 ]

Fig. 2. Context-controlled picture-processing scheme,
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and (3) modification of the program parameters and
backtracking can be performed more flexibly. In

‘contrast to Shaw's approach it may be a more problem-

dependent scheme.

Based on the idea of Fig. 2, a program was writ-
ten for the analysis of human-face photographs, the
details of which will be described in the succeeding
sections.

ITI. INPUT OF HUMAN-FACE PHOTOGRAPHS
AND LINE EXTRACTION

What we are going to deal with are photographs of
one full face with no glasses or beard. We assume
that the face in a photograph may have tilt, forward
inclination, or backward bent to certain degrees, but
is not turned to the side.

Fig. 3 is the block diagram showing the flow of
processing. A photograph (or a real view) of the face
is converted to an array of 140 x 208 picture elements,
each having a gray level of 5 bits (i.e., 32 levels),by
means of ITV camera. Fig. 4(a) is a printout of a -
digitized gray-level picture. The binary picture of
Fig. 4(b) is obtained by applying a Laplacian operator
(i.e. two-dimensional secondary differentiation) and
thresholding the result at a proper level. This binary
Picture represents contour portions where brightness
changes significantly. It preserves the structural
information of the original gray-level picture and is
far easier to deal with because of binary values. The
analysis which follows is donme on this binary picture.
We used the 9 x 9 Laplacian operator shown in Fig. 4(c).
This operator has been demonstrated in [10] to work
very successfully for line extraction of human-face
photographs because it has the effect of eliminating
noise by averaging a large area.

IV. FACE-FEATURE EXTRACTION

In Fig. 5 is shown the logical connection of sub-
routines in the analysis program of human-face photo-
graphs. In general, the analysis steps. proceed from
easy to difficult, and from grasping approximate,
global information to detecting accurate positions of
eyes, nose, mouth and so on. Each subroutine shown by
the square box tries to detect a component (e.g., eye)
satisfying specific conditions (e.g., location, size:
and shape) in the predicted region. According to
whether it succeeds or fails in the detection, the sub-
routine to be executed next is determined and wvarious
program parameters are modified. A typical order of
processing steps is from(:)to(:)as in Fig. 6.

'II!I" o
e
camera

digitized
gray-level
picture

binary
picture

Fanlaci extraction
4D ai?an of face
SDEESLOL features

Block diagram of processing of human-face
photographs.

Fig. 3.
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Fig. 4. (a) Printout of a T

digitized gray-level

picture.

(b) Binary picture N ERE

that represents the
contour portions.

(c) The 9 x 9

Laplacian operator
used for line

extraction. (c)

A fundamental, useful technique of picture pro-

cessing used throughout the program is an
projection". As shown in Fig.
width and length is placed in a picture.
is obtained along the length of the slit by

the number of elements " % " in the direction
This will be called an integral projection
If the slit is applied within a

width.
(curve) of the slit.

"integral
7, a slit of proper
A histogram
counting

of the

suitable area with the proper direction and width,
the integral projection tells reliably the position
of a component in the picture even in the presence of

noise.

Now, the analysis steps will be described.

1) Top of Head

A horizontal slit is moved down from the top of

the picture.
put is presumed as the head top H.

The first position with sufficient out-
This position is

used only for setting the starting point of slit

application in the next step and therefore it

not be so precisely determined.

2) Sides of Face at Cheeks

need

Starting from the point of a certain distance
below H, a horizontal slit of width A is applied
successively, shifting downward with %/2 overlap as

in Fig. 8.
integral projection displays characteristic

When the slit crosses the cheeks,

its
patterns

such as the lowest one of the three in Fig. 8(a): two

long clearances and one or two peaks
them correspond

tively.

sandwiched by
to the cheeks and the nose, respec-
Thus the left and right sides of the face at

Square box: Subroutine
S ¢ Success
F : Failure
@ ©
Relax the over-all nose,mouth
constraints of the and chin
m.
s a0
: B chin
The slit is within contour
a cerlaln dlstance
from H ? ;/
smoothing

Failures in B
detectmn alher

/M e down afolnd
sTOP lh",,"sm / \®

Eliher half of
the cunlnur is eyes and
talne ? Estimate the nose width
undetermine
part from the
determined part
STEIP %}

Lok Bl

Typical order
of the analysis
steps:

Fig. 6.

top of head
cheeks and
sides of face

@®

C) nose, mouth,

; and chin

chin contour
(e) face-side lines
@ nose lines

(8) eyes

(h) face axis

Integral projection
of a slit. The curve
is obtained along the
length of the slit by

gy

counting the number
of elements " * " .ip
the direction of the
width.

Logical connection of subroutines

of chin
contour

The whole contour
has been ubialned ?

NQ,

STOP FINISH

slit

i pmjectiuri‘
A

the height of cheeks

are obtained.

cated by L and R in Fig. 8. Since
these positions only approximately,

They are indi-
we need to know
the width % of
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(a) Integral projection
of a horizontal slit

EYES

i 7k

CHEEKS
(b) Integral
NOSE projection of
- MOUTH a vertical
slit
CHIN

Fig. 8. Detection of the face sides, nose, mouth,
and chin by the application of slits.

the slit is set rather large so that it can ﬁick up
thin line portions. Here we set hk = 10.

Erroneous detection of L and R in this step will
cause the succeeding step 3) or 4) to fail in detect-
ing the expected components, and thus the analysis
will come back to this step again to obtain the correct
positions of L and R.

3) Vertical Positions of Nose, Mouth and Chin

A vertical slit of width LR/4 is placed at the
center of L and R as shown in Fig. 8. A nose, a mouth
and a chin are probably in it if L and R are approxi-
mately correct and if the face does not tilt or turn a
great deal. It is observed that in the integral pro-
jection curve of the slit the peaks appear which: cor-
respond to the nose, mouth and chin. Fig. 8(b) is ome
of the typical types of the curve. The integral pro-
jection curve is then coded into a compact form by
using the symbols for the types of the peak and its
length. On the other hand, several types of the stand-
ard integral projection are also coded in the same
manner and stored in the variable-length table. At
present, eleven standard types of the coded integral
projection are prepared. The table can be extended
simply by adding the new types. The integral projec-—
tion of the input picture is compared with standard
types. If it matches with only one type, the vertical
positions of the lower end of the nose N, the upper
lip M and the point of the chin C are obtained. In
case there is no match, the matching ecriteria of the
standard types are slightly relaxed, or the vertical
slit is shifted a little. Matching is tried again.
If there is no match even then,. this step is a failure.

In the case of failure, considering that L and R
were located incorrectly in the former step, the
program goes back to the step 2) and tries to find out
another possibility for L and R. Fig. 9 is an example
in which the correct results were obtained in the
second trial. We could correctly determine these
positions in this way for many pictures for which the
analysis was unsuccessful in the first trial. It is

Fig. 9. An example in
which the correct
positions of L,
R, N, M, and C
are obtained in
the second trial

the
first
he

second
‘trial

AT

notable that this trial-and—error process with the
feedback mechanism allows each analysis step to be
simple. The once-and-for-all process would have
requireu that each step be highly elaborate and
reliable, so as not to deliver €rroneous results to
the next step.

Pattern matching applied on the restricted region
in a picture has a positive meaning in contrast to
that applied on the whole picture; a successful match
means that what was expected exists in the predicted
region. It increases the reliability of the analysis
results so far obtained and used for prediction as
well as adding the new result. On the other hand,
failure in matching may require that some of the pro-
gram parameters be modified or that a feedback proce-
dure be activated for corrections and retrials.

4) Chin Contour and Smoothing

In obtaining the chin contour, a method 1like
tracing it from one of its ends would probably lead in
the wrong direction because of the existence of line
splits and extra lines, even if elaborate devices such
as line extension are ‘employed. Such a method is sub-
stantially based on the local decision, i.e.,line con-
nectivity. Since we have already known, at least ap-
proximately, the face sides L and R, the nose N, the
upper lip M and the chin C, we can limit the search

Fig. 10. Extraction of the chin contour. The search
area is established and a slit is placed
along each radiation line.
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of the chin
obtained. The B' is
by the symmetry.

As shown in Fig. 10, the
search area is determined by L, R, C, M and N. Nine-
teen radiation lines are drawn from M downward every
10 degrees. These lines are expected to cross the
chin contour in the predicted area at nearly right
angles, if the positions of L, R, C, M and N are
correct. A slit is placed along each radiation line
* and its integral projection is examined. A contour
point B is detected as the peak nearest to M within
the specified area. The sequence of B's thus obtained
for nineteen radiation lines is smoothed. Limit
imposed on the search area and the smoothing enable
this step to avoid mistaking long wrinkles or mneck
lines for a part of the chin contour.

area for the chin contour.

In the B point detection, B is not determined omn
the radiation line whose incidental integral projec-
tion contains no conspicuous peak within the search
area. In case B's cannot be determined on three con- .
secutive radiations, the contour detection is judged
unsuccessful, The program then returns to the main

vertical
integral
projection

vertical
integral
projection

horizontal integral projection

Fig. 12. Cheek areas and rectangles which contain

the eyes.
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Recovery from the failures in
the detection of chin contour:

(a) the case in which N, M
and C were misidentified;

(b) the case in which a part
contour was not

?redictad
rectangle

e Ao
Raneteen
rrran sl
B -

(d) Component of
the -maximum

guessed

area

(f) Rectangle that

circumscribes

(e) Extended the component,

component and its center

Fig. 13. Determination of the eye center.
routine. The cause is investigated and an appropriate

measure is taken for each of the following three cases:
(1) N, M and C were misidentified in the former step
3) as upward shifted positions as in Fig. 11(a).
Usually failures in B detection occur around € in a
symmetrical manner. When this is found, the feedback
mechanism forces the program to go back to the step 3)
to re—examine the positions of N, M and C.

(2) There exists asshort break in the contour, or the
real contour line partially sticks out of the search
area. In this case, either half of the contour usually
is obtained correctly. Thus, for the radiation line
whose B was not obtained, a prediction point B' is
determined there by utilizing the symmetrical property
with respect to the vertical axis as shown in Fig.11(b).
The same routine for chin-contour detection is again
executed with the narrower search region around B' and
with the lower threshold for peak detection. By this
process it might.- be possible to detect the thin portion
of the contour which was undetectable in the first
trial.

(3) The other cases include one in which there was not
sufficient contrast around the chin in the original
gray-level picture. In these cases, the remainder of
the analysis is resigned.

5) Eye Positions, Nose Width, and Face Axis

As is shown in Fig. 12, by successive application
of horizontal slits starting from N, we can trace the
nose upward as well as the left and right face sides
up to approximately the eye position. Both ends of the
nose, P and Q, are determined tentatively. Then the
left and right cheek areas are determined. Examination
of the vertical and horizontal integral projections of
these areas gives the rectangles containing the eyes.
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As in the case of Fig. 13(a), the rectangle may con-
tain a part of the eyebrow, the nose or the face-side
line. Even a part of the eye may lie outside of it.

The following operations determine the position
of the eye precisely: first, the operations of fusion
and shrinking[ll] are executed in the rectangle cut
out of the picture to eliminate gaps and hollows which
often appear in the eye area (Fig. 13(b),(c)). The
connected component of the maximum area is then diden-
tified in the rectangle (Fig. 13(d)). The parts which
are cutside the rectangle, but which are connected to
this component, are joined, and the fusion and shrink-
ing are performed again on this extended component

(Fig. 13(e)). The position, the size, and the shape
of the component are examined. If they satisfy cer-
tain conditions, the eye center is determined as the

center of the rectangle which circumscribes the compo-
nent (Fig. 13(f)).

In this way, the left and right eye centers, S
and T, are obtained. By applying a slit on N parallel
to the direction ST, the nose ends, P and Q, are re-—
determined. The first approximation of the face axis
is the line through X and Y, which are the center
point of S and T, and that of P and Q, respectively.
The orientation of the face is corrected by the meas-
urements not only of the line XY, but also of the face-
side points obtained by the application of several
slits vertical to XY.

V. PERFORMANCE OF THE PROGRAM AND FACE PARAMETERS

About 800 photographs of human faces have been
processed by the program described above. They in-

clude faces of young and old, males and females, with
glasses and hats, and faces with turn, tilt or incli-
nation. It is of great interest to see how the pro-

gram works on them. The results are summarized in
Table 1. For photographs fulfilling the constraints
described in the first part of section III, 552 photo-
graphs out of 607 were successfully analyzed, giving
all of the face-feature points correctly. For about
100 of them the analysis failed halfway once or twice,
but the feedback mechanism including diagnosis, cor-—
rection, and retrial, made recovery possible.

As is seen in Table 1, the program works fairly
well also on photographs which do not satisfy the

presumed constraints. In the case of faces with
glasses, the program fails or gives erroneous eye po-

sitioms, but this is only natural in the sense that
the program can not find a component with the = shape
of the eye in the predicted region. All the other

results, however, are usually correct.

A few examples of the results of analysis are
given in Fig. 14. We can observe how the functions
and devices incorporated work in extracting feature
points; limiting the search area for chin contour,
rough prediction of eye positions, and fusion and
shricking in detecting eye/centers.

A set of parameters which seem to characterize
faces are defined as illustrated in Fig. 15. These
parameters are calculated for all the faces for the
purpose of classification of faces. Faces that have
extreme values of parameters are shown in Fig. 16 to
demonstrate some correspondences between those para-—
meters and human impressions of singularity. The i-th
component y. of the vector below each face shows how
far the parameter x. is from’the mean X., normalized
by the standard deviation 0;, i.e., y;= xidﬁi)/ci.
Each pair of the faces (upper and lower) forms posi-
tive and negative contrasts in the underlined compo-
nents. The most conspicuous contrasts are : (a) yi;
oval and elongated faces (b) yz; wide-set or close-set
eyes, (c) yu; sharp and flat chins, (d) ys; angular
and tapered jaws, and (e) yy; vertical-slanted and
vertical-straight face sides. The research in this
direction is now in progress and the usefulness of the
parameters will be investigated more thoroughly.

VI. CONCLUSION

In this paper were described the computer analy-
sis of photographs of human faces and some preliminary
results toward computer classification of human faces.

The picture-analysis program employed the context-
controlled processing scheme described in section IT.
This scheme, when advanced, leads to the view that a
picture-processing program should be a problem-solving
program: that is, the processing does not proceed in
the predetermined order, but the program decides the
best sequence of processing steps depending on ‘indi-
vidual input pictures, using a priori knowledge and
the information so far obtained about the given input.

step in which the error or
error unrecovered failure occurred
category number || correct - -
or un-— | nose .
of of face chin nose | face
recovered ) mouth eyes _ 7
faces faces || results 7 sides . _|[contour width | axis
failure chin
full face with ;
no glasses or 607 552 55 5 10 15 18 3 4
beard :
full face with 77 27 4 4 2 67
glasses
SumEns; ftaee 79 63 16 4 gt 5 1
with no glasses
fae Switl 25 25 o[ 4 i1
beard
Table 1. Results of the analysis of human-face photographs.
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(a) (B)

Fig. 14 Examples of the results of analysis: original gray-level pictures(upper) and processed binary
pictures(lower). The dots in the binary pictures are the feature points extracted.

The program selects from a collection of subroutines
one that is expected to give the most reliable result.
The selected subroutine is executed and the total
information about the input increases. In this
way, the program reaches the goal of describing the
given pattern. In its process, the several aspects of
problem-solving techniques will appear inevitably,
such as evaluation of intermediate results, subgoal
setting, backtracking and so on. The problem of data
structure in this method is discussed by Nagao[1l2].

ACKNOWLEDGEMENTS

The authors wish to thank T. Fujimaki and M. Murao
of NEC for gathering the photographic data used in this
study, and M. Ohira for his assistance in writing the
program.

Fig.

(c)

15. Face parameters.

e %(omom/oc

x,= ST/EF

x3= NC/OC

curvature of the
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(2.3, 1.3, 0.1, 1.5, 1.2, 3.1, 4.4,-0.5)

(0.2, 2.8,-0.3, 0.7,-9.9, 0.3,-0.2, 0.8)

e

*

1

Mm:;.
i

R e
e,

€0.1,-2.2,-1.1,-1.6, 1.0, 0.5,-0.9,-1.5)

(1.7, 0.3, 0.8, 4.2,-1.8,-1.4, 0.3; 0.5)

(1.4,-0.8, 0.5,-2.3, 1.1, 0.7,-0.3,-0.5)

—

(e-1)

(d-2)

(2.0, 0.5, 0.6, 0.0,-2.5, 1.3,-0.2, 0.9)

(-1.3,-0.2, 2.1,-1.1,_3.9,-1.2,-1.5, 1.8)

The Z-th component y. of the vector below each face

shows how far the parameter value x; is from the mean ﬁi , normalized by the standard deviation

Fig. 16. Faces having extreme values of parameters.
G; » d.e., ¥, = (xi—xi)/ﬁi.
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