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Abstract
We report a study of a collaborative human-robot system composed of a science

team (located in Pittsburgh), an engineering team (located in Chile), and a rover (lo-
cated in Chile). The project was intended to be analogous to and inform planetary
exploration. We performed observations simultaneously at both sites over two weeks
as scientists collected data using the rover. We observed problems in perspective-taking
and grounding between the science team, the engineering team, and the rover because
of geographic distance and different disciplinary perspectives. Due to this, the science
team made errors in commanding the rover and in interpreting the data that was re-
turned to them. Our results have implications for the design of collaboration between
people and robots.
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Figure 1: Zoë, the “robotic astrobiologist” used in the Life in the Atacama project.

1 Introduction
The use of robots, especially autonomous mobile robots, to support work tasks is ex-
pected to rise significantly over the next few decades [23]. There remains, however,
a paucity of empirical research on how users form mental models of robots and their
capabilities, how users collaborate with these robots, and the factors that contribute to
the success or failure of human-robot collaborative activities. As Burke et al. point out
[4], most human-robot interaction studies are conducted as experiments in controlled
settings. There have been relatively few observational studies of people and robots
working together in the unstructured “real world.” Our goal in this research is to better
understand how errors and misunderstandings occur in human-robot systems.

The setting we studied was the “Life in the Atacama” (LITA) project, a project
intended to be analogous to planetary exploration but in which the exploration was
done on Earth. There were two groups of people and one rover (Figure 1): a group of
users commanding the rover remotely and a second group collocated with, monitoring,
and often issuing commands directly to the rover. For ease of elocution, we refer to
the first group as the science team or broadly as users and to the second group as the
engineering team. Our observations of the science team, the engineering team, and the
rover showed differences in understandings of the situation. Because of the difficulty of
establishing and maintaining common ground between these groups, errors were made
in commanding the rover and in interpreting the data that was returned to the science
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team. In this paper, we explore more deeply the factors that contributed to problems
in establishing and maintaining common ground. We also examine the challenges that
this presented for the science team’s ability to learn and correct during the mission. We
discuss implications for the design of human-robot systems.

2 Related Work
Common ground refers to the knowledge, beliefs, goals, and attitudes that people share
[9, 15]. Clark and his colleagues [9, 8] propose that common ground is required for
successful collaboration—it helps collaborators to know what information is needed by
their partners, how to present information so that it is understood, and whether or not
the information has been interpreted correctly. At the start of an interaction, collabora-
tors share a certain amount of common ground. For example, if they are members of the
same discipline or work group, they likely have a common language and perspective
that provides common ground and facilitates communication [14]. Common ground
can be developed over time as collaborators share common experiences [7], but it also
can be disrupted by factors such as being located in and drawing information from
different physical contexts [10]. The interactive process by which common ground is
established is referred to as “grounding.” Our observations suggest that grounding was
problematic for the distributed human-robot teams in our study.

Although the common ground framework was developed to understand conversa-
tion and collaboration among people, not between people and machines, recent work
has extended the framework into the field of human-computer interaction [2, 17, 21].
This research suggests that interfaces can be improved by thinking about the users’ ex-
perience as a conversation in which shared meaning between the user and the interface
must be developed. By ensuring that common ground can be constructed incremen-
tally, users have more information about what has and has not been understood and can
correct accordingly [2].

The common ground framework shares some overlap with work on situation aware-
ness (SA). Endsley[13] defines SA as “knowing what is going on around you.” Previous
work in SA is largely concerned with whether or not a user has SA, whereas by utiliz-
ing the common ground framework, we consider the entire “conversation” that needs
to take place between the user and the robot. Situation awareness has recently been
examined in the human-robot interaction (HRI) domain, particularly with urban search
and rescue (USAR) robots [3, 12, 26]. Casper and Murphy [6], for example, found in
their study of human-robot teams responding to the World Trade Center disaster that
operators’ lack of awareness regarding the state of the robot and how it was situated
in the rubble affected the performance of the teams. More recent work indicates that
USAR operators spend significantly more time trying to gain SA—assessing the state
of the robot and the environment—than they do navigating the robot [3, 12]. Drury et
al. [11] have also examined the components of situation awareness relevant for oper-
ators of unmanned aerial vehicles. As with work on establishing common ground in
human-computer interaction, this work tends to focus on “real time” interaction (with
teleoperated robots), so its applicability is not clear for HRI with robots that are re-
motely and asynchronously commanded.
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(a) The science team tries to build common ground
with the rover.

(b) The science team’s interactions are mediated by
the engineering team.

Figure 2: In this study, we examined the grounding process (a) between the science team and
the rover and (b) between the science team and the engineering team.

From their observations in the USAR domain, Burke and Murphy [4] propose that
shared mental models contribute to SA and that communication is critical to the refine-
ment of shared mental models. They do not, however, test this relationship directly.
Our goal in this paper is to examine more closely this process by which users’ mental
models of robots are formed, updated, and corrected. In other words, we are investigat-
ing how grounding occurs or is disrupted between the science team and the engineering
team and between the science team and the rover. The science team we observed had
difficulty knowing what the rover was doing and what was going on in the environment
around the rover. We aim to better understand how the interaction between the science
team and the rover (Figure 2(a)) contributed to this confusion and the factors that exac-
erbated it. The interactions between the science team and the engineering team (Figure
2(b)) are studied to further inform the interactions between the science team and the
rover. The common ground framework facilitates such a process focus.

We are aware of several other studies that examine the grounding process as it might
be applied to HRI. Jones and Hinds [16] observed SWAT teams and used their find-
ings to inform the design of robot control architectures to coordinate multiple robots.
Although their observations did not include robots, their findings established the im-
portance of common ground between a robot and its user, especially when the two are
not collocated. More recently, Kiesler and her colleagues [17, 22] have described ex-
periments that report more effective communication between people and robots when
common ground is greater. These early studies suggest that the grounding process is
critical to effective collaboration between people and robots.
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3 Method
The focus of this study was the Life in the Atacama (LITA) project, a multi-site, multi-
disciplinary collaboration primarily funded by NASA. The goals of the LITA project
are twofold: to use the Atacama desert of Chile as a testing ground to develop technolo-
gies and methodologies that may someday be used in the robotic exploration of Mars
and to generate new scientific knowledge about the Atacama desert itself. The focus
of technology development has centered around a series of semi-autonomous mobile
robots and science instrument payloads. Zoë is the most recent rover and was in use
during our study (see Figure 1). Zoë is a four-wheeled, solar-powered rover equipped
with a number of scientific instruments, including cameras for navigation and for ac-
quiring panoramic images; an on-board near-infrared spectrometer; and an underbelly
fluorescence imager used for organofluorescence testing which can detect the presence
of biological molecules such as DNA.

For this study, we focused on a particular part of the LITA field season known as
remote science operations. Remote science operations involved the use of the rover
by two different groups of people: the science team, located in Pittsburgh, and the
engineering team, located in the Chilean desert with the rover. The science team was
composed of biologists, geologists, and instrument specialists from around the United
States and Europe. Their role was to use the rover to search for signs of life in the desert
(see Figure 3). The engineering team was composed primarily of roboticists and in-
strument specialists from Carnegie Mellon University; it also included other instrument
specialists and technicians from universities in the United States and Chile. The role of
the engineering team was to ensure that the rover was operating safely, to troubleshoot
when problems arose, to collect data using instruments that were not yet on-board the
rover, and to ensure that the science team was able to gather data successfully (see Fig-
ure 4). During our observations, Zoë was a semi-autonomous system under constant
development, which required the engineering team to act as an intermediary between
the science team and the rover. Thus, the science team sent plans for the rover to the
engineering team. The engineering team then interpreted the plans, commanded the
rover directly to collect the necessary data, packaged the data, and sent the data back
to the science team.

Our observations included a three-day workshop in July 2004, at which time the
science team was formally introduced to the rover and the engineering team, and two
weeks of remote science operations. During the workshop, the roboticists and instru-
ment specialists presented information about the rover and instrument capabilities and
how they would operate. The science team had the opportunity to ask questions, make
suggestions, and raise issues about particular features or protocols. The two weeks
of remote science operations took place in September and October 2004 with a four
week break in-between. During remote science operations, the science team issued
daily rover commands from Pittsburgh, PA, to the rover in Chile and received and an-
alyzed data products generated by the rover. One observer conducted observations of
the science team in Pittsburgh while one to two other observers simultaneously con-
ducted observations of the engineering team and rover in Chile. The observation pro-
cess involved writing detailed field notes, drawing diagrams, and taking photographs
and video clips. Communication between observers across sites was limited in order to
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Figure 3: Science team members discuss data returned from the rover.

allow each observer to focus completely on the local situation and to better understand
the perspective of the group that she was observing at the time.

All together, 138 hours of observations were conducted in Pittsburgh and 241 hours
were conducted in Chile. Field notes, combined with 63 artifact documents, which in-
cluded PowerPoint presentations from the workshop, emails, and rover plans generated
by the science team, formed the data set that was used in our analysis. As the first step
in the analysis, several of the authors read the data and identified the high-level issues.
The first pass through the data revealed many communication and coordination prob-
lems between sites. In the next step, we coded the data based on the problems we
observed. Our coding revealed 57 separate common ground problems that occurred
during the two weeks of remote science operations. We then used the data to trace the
causes of these problems.

4 Results
Although it was evident that both teams were working exceptionally hard to collab-
orate and to ensure that the mission’s objectives were met, our analysis revealed that
collaboration was disrupted by two difficulties in the grounding process. The first set
of problems were created as a result of geographic separation between the science team
and those in the field—the engineering team and the rover. In their work on conversa-
tional grounding, Clark and Brennan [7] argue that reliance on communication media
impose constraints on the grounding process. In the LITA project, five of the eight con-
straints mentioned by Clark and Brennan were present, thus making grounding more
effortful. Specifically, the science team and those in Chile did not benefit from cop-
resence, visibility (being able to see each other), audibility, cotemporality (receiving
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Figure 4: Members of the engineering team work to repair the rover.

utterances at the time they are produced), or simultaneity.
The second source of problems was the science and engineering teams’ lack of

common ground at the start of the mission. Despite the three-day workshop preceding
remote science operations, we found that the science team and the engineering team
used different technical languages, had different priorities, and interpreted information
differently. Geographic separation and low levels of common ground to begin with
made it difficult to establish common ground during the mission. Problems that resulted
from these breakdowns then affected the quality of the data that the scientists were able
to gather and the quality of (including their confidence in) the interpretations of the data
that were returned. We also noticed that the inability of the science team to understand
the activities and perspective of the rover made it difficult for them to learn to improve
their processes and their ways of interacting with the rover. We used our observations
of the interactions between the science and engineering teams to inform our knowledge,
more generally, about how people communicate and collaborate with remote robots.

4.1 Problems Resulting from
Geographic Separation

We observed a number of problems resulting from geographic separation between the
science team and the engineering team and rover. In this paper we will focus on missing
contextual information and confusion about the meaning of silence (non-response), two
of the most frequent common ground problems that we observed.
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4.1.1 Missing contextual information

According to Clark and Brennan, missing contextual information jeopardizes shared
understanding because ”the addressee has to imagine appropriate contexts for both the
sender and the message” [7, p. 143]. Cramton [10] documented these challenges in
her study of graduate students’ working on a group project in distributed teams. Ac-
cording to Cramton, difficulties in establishing mutual knowledge arise when team
members have difficulty sharing and remembering information about the contexts in
which remotely-located collaborators are working. Contextual information includes a
wide variety of information that may not be directly related to the task at hand, includ-
ing anything from national holidays to pressures from supervisors. For our analysis,
we consider two types of missing contextual information: information that the science
and engineering teams were missing about each other and information that the science
team was missing with respect to the rover and its environment.

Missing team information. Through our observations, we discovered that each
team was often missing information about the context in which the other team was
working. They were therefore not able to take the perspective of their distant col-
leagues. Perspective-taking can facilitate the grounding process because people un-
derstand where their interaction partners “are coming from” can adjust their commu-
nication accordingly. The absence of perspective-taking disrupts grounding because
the speaker and listener experience and interpret the situation, and therefore what is
communicated, differently [18]. In our data, we saw numerous examples of where
perspective-taking broke down because information was incomplete or missing. For
instance, the science team did not know that the engineering team was constrained by
when their cook was able to work. This meant that the engineering team could only eat
breakfast at a certain time of the morning, which determined at what time rover opera-
tions could begin. The science team, having no knowledge of these constraints, being
unaware that they did not know, and feeling strongly about wanting data collected early
in the morning, began making negative attributions about the engineering team. After
the first phase of science operations, for example, one scientist explained to another
that the limitation on morning operations was “because the rover team didn’t want to”
get up early in the morning.

At the same time, the engineering team was not aware of the difficulties that the
science team was having with generating plans for the rover. The user interface for
plan generation was difficult and tedious to use. The engineering team, unaware of this,
tended to talk about errors in the plan as the fault of the science team personally rather
than the result of interface issues or software bugs. For example, after receiving the
Day 5 plan from the science team, two engineering team members had a conversation
about the actions in the plan being in the wrong order. One engineer said that the
science team had the rover traversing to various sites and then returning to the first
locale for the day. When asked if that was what the science team really wanted, he
replied, “No, they’re just confused. Instead of doing panoramas, they are asking us to
spin around but not take any pictures.”

The engineer in this example was examining a machine-readable plan that had been
generated by the plan-generation interface described above. Not being aware of the
problems with this interface, nor the fact that the scientists had not directly edited the
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machine-readable plan, the engineering team’s interpretation of the situation included
inaccurate characterizations of the science team. Both groups lacked sufficient con-
textual information to understand what working conditions were like in both locations.
This type of missing contextual information could easily be problematic in human-
robot teams composed of groups on Earth and astronauts and robots on the moon or
Mars. As in the LITA project, scientists or others on Earth may not have access to
critical information about the context in which astronauts are working. Such missing
information will likely make it difficult to establish common ground and collaborate
together effectively.

Missing rover context. So far, our analysis of missing contextual information has
focused primarily on perspective-taking and miscommunications between the people
who were geographically separated. However, we also saw problems with contextual
information that bear on challenges users likely face when interacting directly with a
remote robot. Receiving erroneous data from a robot is always a possibility. Without
sufficient information about data and the context from which it is collected, making
sound scientific judgments can be challenging. The science team received a number
of bad data products from Zoë over the course of remote science operations. In one
instance, the rover returned two pictures that were supposed to have been taken of
its solar panels, but the two pictures were of entirely different parts of the rover. At
first, one member of the science team commented that “our targeting’s off,” but as the
team inspected the data more closely, it became apparent that the rover was reporting
that the same camera angles had been used for both pictures, meaning that the images
should have been essentially identical. In another instance, the science team received
a fluorescence image in which nearly half of the field of view appeared to be glowing,
signaling the possible presence of life. This caused a great deal of excitement and
confusion, as it was unclear whether the team had found a particularly fruitful patch
of ground, whether the camera had malfunctioned, or whether there had been some
kind of interaction between the dyes used and the ground. After nearly a day spent
investigating the mysterious image, the team concluded that sunlight had been shining
underneath the rover onto the fluorescence imager resulting in the strange glow they
had observed. In both of these cases, a lack of information about the data and its
context resulted in confusion and much time spent trying to deduce what could have
gone wrong.

Missing contextual information about the state of the rover and the environment in
which it was situated was a recurring problem for the LITA science team, especially
the lack of information from the rover about the context in which data products were
gathered. In most cases, these failures in creating common ground about the contexts
that defined the collaboration resulted in errors in data collection or in uncertainty
about how to interpret what was collected. This not only wasted valuable time and
resources, but it also created frustration at both sites. This is also a potential problem
for exploratory robotics missions and USAR tasks, regardless of whether or not any
people are collocated with the robots being used.
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4.1.2 Interpretations of the meaning of silence

Another common ground problem that Cramton [10] identified in distributed teams was
the difficulty of interpreting the meaning of silence. This problem was also prevalent
in our data. In distributed teams, the communication media most easily accessible to
collaborators (e.g., email, instant messaging, etc.) do not generally support the subtle
nuances that people rely on to resolve the meaning of silence. People tend to remain
quiet rather than try to resolve problems using these technologies.

In our study, there were several different types of silence that the science team
had to struggle to interpret. Most often, silence from the rover came in the form of
a missing data product that the science team had requested. A data product could be
missing because the rover did not arrive at the specified location, because the necessary
instrument temporarily malfunctioned, because the necessary instrument was not func-
tioning at all, because the rover did not have enough energy, because the rover did not
have enough time, because the field team had made a mistake in executing a particular
protocol, or because the field team chose not to acquire the data at all. In the absence
of information about why the data product was missing, the science team was left to
speculate about what had gone wrong. Similarly, the science team had to struggle to
understand what had happened when the rover had not reached a particular location
that they had specified in the plan: Did the rover run out of time or energy? Was the
terrain unnavigable? Did the field team simply decide to drive the rover in a different
direction? The rover itself provided little easily-accessible information to disambiguate
these types of silences, which made it difficult for the science team to understand how
to more effectively command the rover and interpret its actions.

4.2 Problems Resulting from
Different Disciplinary Perspectives

Besides the common ground problems that arose from geographic separation, we dis-
covered many other problems that stemmed from a lack of initial common ground at
the start of the mission. The three-day workshop designed to build common ground
between the engineering and science teams proved to be inadequate in bridging the gap
between them given initial differences in disciplinary perspectives and the geographic
separation of the teams during the mission. A key aspect of the perspective-taking
process is estimating what others know [14]. With that information, people can more
accurately and efficiently construct messages that will be understood by the person with
whom they are communicating. When estimates are inaccurate and common ground is
over- (or under-) estimated, communication and collaboration become problematic. In
the LITA project, members of the science and engineering teams had different back-
grounds and different sets of priorities, and they did not appear to be cognizant of
the magnitude of the gap between them. They appeared to fall prey to an egocentric
bias—assuming that others’ knowledge was similar to their own [14].

Nearly one-third of the problems observed during remote science operations were
in part of a result of different disciplinary perspectives between the science and en-
gineering teams. That is, difficulties arose because of the different backgrounds of
the individuals in each location. Most of the members of the engineering team were
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robotics experts with little training in field science; similarly, the science team was
composed of experts in biology and geology but not in computer science or robotics.
For the most part, the engineering team simply did not understand the full process of
doing field science, and the science team did not really understand the process of doing
robotics. They also did not understand how important these differences in perspective
were given their impact on how the mission would operate.

For example, scientists saw the dew sensor as a very important tool to help them
detect subtle environmental changes that could signal the presence of life. In the plan
for Day 4, one of the scientists added the following sentence to the plan to emphasize
this: “Please install dew sensor on rover ASAP critical.” The engineering team did not
have the same appreciation for why it was so important for a dew sensor to be physi-
cally on the rover, especially given that a dew sensor had already been installed on a
weather station a mile away. Because of the two groups’ different backgrounds, the
engineering team could not fully appreciate why the science team was so insistent on
this particular request. Although we observed discussion about the dew sensor among
the rover team, it was apparent that this issue was less central to them than it was to
the science team. For example, there is no evidence in our data that the rover team told
the science team that it was not physically possible for a dew sensor to be mounted
on the rover. In conversational grounding, “positive evidence” of understanding is an
important element for establishing that both partners in a conversation have a shared
understanding of what has been said. Positive evidence might take the form of ac-
knowledgments (e.g. uh huh, yeah, etc.), appropriate responses, or continued attention
[7]. In our observations, we saw no positive evidence of understanding regarding the
dew sensor, nor did we see attempts to repair this miscommunication. We expect that
this was due to the high cost of perspective-taking and repair associated with reliance
on media that did not support visibility, audibility, or cotemporality.

The different backgrounds of the engineering team and science team also led to
some confusion with respect to the plans that were generated for the rover to execute.
Each action in a plan could be assigned a priority, and the science team generally speci-
fied these as “high,” “medium,” or “low.” When planning, the science team was focused
on getting the rover to a new location so that they could study a new environment. This
meant that the actions at the end of the plan were assigned the highest priority. This
confused the engineering team because, from their perspective, the actions at the end
of the plan were the least likely to happen. Any number of problems could arise that
would prevent the rover from getting to the final location specified in the plan: instru-
ments might stop functioning, it might not be physically possible to navigate to the
final location, or the rover might run out of energy. The engineering team struggled
to make sense of the science team’s priorities given the realities of trying to operate a
complicated piece of technology in a harsh environment. In a discussion of the Day 2
plan, for example, two engineers talked about the science team’s priorities saying that
it was odd that their low priority items were first and their high priority items were last.
As the conversation continued, one engineer laughed and said that it was backward.
The situation continued into the second phase, as evidenced by our observations of R
on Day 10:

At 10:27am, R says, “First, as always, is low priority,” and laughs. He
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continues reading the plan and says that the next ones are medium priority
and the last one is high priority. R says that he doesn’t know how to
interpret this. It doesn’t make sense to have the first actions lower priority
because they don’t know if they’ll run out of time until later in the day.

The science team remained unaware of many of these challenges of doing field
robotics and continued to use a system of priorities that was not clear to the engineering
team. As with the dew sensor, we saw few attempts by either team to seek positive
evidence of understanding or to take the perspective of the distant team.

This type of problem is described more thoroughly by Weedman [25], who exam-
ined the different incentives that technology creators may have from technology users
in multi-disciplinary collaborations. Weedman studied a partnership between a group
of computer scientists and global change researchers. She discovered that computer
scientists’ expectations and goals related to the project were very different from the
global change researchers’ expectations and goals. In order for the global change sci-
entists to advance their own research, they needed quick solutions that could be applied
to their current problems. For the computer scientists, however, these quick solutions
were not interesting or significant research problems. Thus, Weedman writes that, “At
its simplest, the designers’ incentive to build the best technical system possible is not
well aligned with the incentive for users to move their work directly forward.”

In the LITA project, we observed that the issues that were most important to the
science team and that shaped the way they developed plans for the rover did not have
the same priority for the engineering team; moreover, the teams did not know that these
priorities were different. The fact that each team had its own set of priorities and were
not aware of the discrepancies affected what information was communicated between
the teams and how they interpreted and responded to the information that they received
from each other. The best example of this in our data is the case of the bandwidth
limitation placed on the science team. According to the design of the mission, the
science team was only to be allowed a certain number of megabytes of data per day
to be uploaded from the rover. The science team was told this number was 150, but
members of the engineering team seemed unconcerned about this limit. The science
team went to great lengths to request data products that would allow them to do the
most science within the 150 megabytes, going so far as to request lower-resolution
or grayscale images in an attempt to save bandwidth. These requests were met with
confusion in the field, to the point at which one engineering team member said that
they should just tell the science team to convert the higher-resolution images to a lower
resolution after the images were transferred. No conversations about the bandwidth
limitation were observed in Chile, which supports the argument that it was not a high
priority to them. As two engineers discussed (N and O):

N says that he’s not quite sure that to do. What they appear to want, N
says, is grayscale images, but they misspecified the file type. O says that
they’re trying to reduce the size of the files that are being sent. O says he
doesn’t know why.

The science team never received the grayscale images they wanted from the field,
which in turn confused them and made it more difficult for them to generate rover
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plans.
In human-robot interaction, it is critical that robots’ actions reflect users’ priorities.

As robot autonomy increases, we anticipate that this will be an even more significant
challenge as robots use complex schemes to prioritize based on users’ requests and on
limitations of the robot. Robots will need to verify that they understand the preferences
and priorities of users, notice when grounding has not been achieved, adjust their com-
munication to improve the grounding process, and provide users the assurance that a
shared understanding has been achieved.

4.3 Effects on Data Quality, Interpretation, and Learning
Our initial analyses suggest that numerous factors interfered with the development of
common ground between the science team and the field over the two weeks of sci-
ence operations. The lack of effective grounding contributed to the science team’s
not being able to generate realistic plans and to difficulties in interpreting the data re-
turned by the rover. In addition, the science team was not able to learn how to use the
rover effectively and take advantage of its capabilities. Theories about conversational
grounding suggest that common ground should develop as collaboration occurs. Prior
work, however, suggests that establishing common ground may not occur at all when
people are geographically separated [10, 18]. In our observations, problems resulting
from missing contextual information in turn created problems for data quality, for data
interpretation, and for scientists’ learning. In one instance, fluorescence images were
sent back labeled incorrectly. A particular protocol had been established earlier in the
mission that dictated when water and acetic acid were to be sprayed under the instru-
ment and when images were supposed to be taken. The fact that these resulting images
were labeled incorrectly caused the scientists to try and figure out what part of the pro-
tocol had been executed incorrectly. It was important for the scientists to understand
what had happened so that the images could be interpreted correctly. One scientist (L)
described the situation as follows:

L says that “they did it right,” but that the labeling indicates that they
didn’t spray water. L says that if they sprayed it, they didn’t record it as
something new, just as acetic acid. L says the naming convention says
that they should apply the water, then take images, then apply the acetic
acid...L says s/he thinks “they skipped that step [taking images after water
but before acetic acid].”

In order for L to be able to draw accurate conclusions from the images taken by
the fluorescence imager, L needed to know exactly what liquids had been used in what
order and at what times images were taken.

Regardless of whether or not people are collocated with the robot, all of the prob-
lems we described can impact user’s ability to find common ground and learn how to
collaborate effectively with a robot. As individuals use a technical system, they de-
velop a “mental model” of how that system operates [5, 24]. In the case of exploration
robotics, scientists will then use this model to try to develop an efficient plan for the
robot. Some of the factors that may be included in their models include what the robot’s
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capabilities are, how the robot navigates, how the robot estimates priorities and effects
trade-offs, and how the robot deploys scientific instruments. Having an accurate under-
standing of all of these factors is crucial for the science team to construct robot plans
that are feasible and return the maximal amount of useful science data.

There were several key problems during LITA remote operations that affected the
grounding process and thus scientists’ learning. Missing or erroneous data made it dif-
ficult for the science team to understand the actual conditions in the field and adapt their
exploration strategy to accommodate these conditions. In the example above, a lack of
information about what exactly had happened with the fluorescence imager meant that
L could not learn about the true behavior of the instrument for use in future planning
and data interpretation. In contrast, we also observed some instances in which, with
enough information provided to them, the science team was able to learn how to im-
prove the way they used the rover. On the third to last day of operations, for example,
the science team was told in an engineering report that the rover had experienced dif-
ficulties in crossing a particular section of terrain. The plan for that day had involved
the rover’s driving in a straight line across what turned out to be very rough terrain.
The next day, when the science team wanted to return to a location on the other side of
the rough terrain, they were able to change their strategy and create a plan that forced
the rover to go around the hazardous area. As a result, the rover was able to navi-
gate back to the previous location successfully. Because of the feedback they received,
the science team learned what terrain was easiest for the rover to cross and changed
their plans accordingly, which allowed them to collect additional scientific data that
they might not have obtained otherwise. In this case, an engineering report (from the
engineering team) was the source of information, but this instance makes it clear that
information about the rover’s context and the interaction between the rover and that
context can lead to better perspective-taking, grounding, and perhaps more efficient
human-robot collaboration.

The problem of being able to learn how to use a robotic system is applicable to
any other domain in which users are naı̈ve, such as scientists in an exploration robotics
mission or USAR professionals operating robots in disaster situations. Users are un-
der pressure to make the most efficient use of robots, which will best be facilitated if
they can quickly acquire accurate models of how the robots function. Our data show
that given sufficient contextual information, users will update their mental models and
change their use strategies to successfully meet their goals. However, in the absence of
this information, confusion and a lack of confidence in the data can result.

5 Implications for HRI Design
A variety of grounding problems arose during the LITA field season that we observed.
Scientists and roboticists were challenged to establish common ground with each other
and with the exploration rover, Zoë. We observed problems resulting from geographic
separation and from different disciplinary perspectives on the science and engineering
teams that resulted in their having different interpretations and priorities during science
operations. We argue that many of these problems would be less severe if robots were
able to provide more information about what they do and why, especially in the case of
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failures, and do this in a dynamic way so that incremental grounding can occur. More
accurate and timely information about the state of the robot and its actions should
help the grounding process and thus enable users to learn how to use the robot more
effectively. We recognize that providing such information has been and will continue
to be challenging. The need for awareness of the robot and its environment has been
explored within the context of SA, especially in terms of the user interfaces provided
to USAR operators [26]. Our results suggest that additional contextual information
should be provided to users to help in the grounding process:

• Information about the current capabilities of the robot, including technical in-
formation about the health of the robot and its instruments. This is typically
available in log data but not in a format that is accessible or meaningful to users.

• Status reports about the activities requested by the users. For example, for each
data product requested, the robot should provide information about whether that
data product was collected, any discrepancies between the request of the users
and the location, time, or method used to collect the data, and, if the data product
was not collected, why not.

• When failures occur, specific information about exactly what failed and why.
This information should be easily accessible to users and provided using termi-
nology and language that are easily understood by users.

• Information relevant to the constraints under which the robot is operating. For
example, specific data from the robot about the time, bandwidth, and energy
required to collect and transmit each data product.

More specifically, robots need to have a way of figuring out what is known by those
who command them and dynamically adjusting what is conveyed. When the science
team asks the same questions repeatedly, expresses confusion, or conveys frustration,
robots need to detect these cues and adjust their communication accordingly, for ex-
ample, by providing a more detailed explanation that closes the gap in knowledge.
Achieving this is technically challenging due to the need for complex user models and
robust representations of users’ goals; however, doing so, we believe, will enable the
continual adjustment required for collaboration in dynamic environments.

6 Discussion
To date, there is a paucity of research reporting how people collaborate with remote
robots and the factors that determine the success of these collaborations. The research
we report here establishes a link between grounding problems and errors in command-
ing a remote robot and in interpreting the data it returns. We contribute to understand-
ing human-robot collaboration, and to CSCW more broadly, in several ways. First,
most HRI work has focused on real-time collaboration between people and robots;
our work explores interactions that emerge when communication is asynchronous and
infrequent. As suggested by Clark and Brennan [7], lack of copresence, visibility, au-
dibility, and, particularly, cotemporality made it difficult for the teams we observed
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to identify and repair miscommunications. This finding is consistent with research
on collaboration among distant people, but we attempt to push beyond previous work
into situations in which people work with remote, intelligent instruments [1]. As a re-
sult, we hope, more broadly, to contribute insights to the design of better interfaces for
collaborating with remote instruments, particularly to the extent that the instruments
possess autonomous capabilities.

Second, previous work on situation awareness (SA) is largely concerned with just
one aspect of HRI (whether or not the user has SA), whereas by utilizing the com-
mon ground framework, we consider the entire “conversation” that needs to take place
between the user and the robot. We are therefore able to look more deeply at SA prob-
lems by looking at how common ground is created (and disrupted) and propose a more
dynamic model than is suggested by SA.

Third, methodologically we demonstrate the value of conducting simultaneous ob-
servations at both sites. This parallel observation made it possible to identify more
precisely how mental models of the rover, communication between sites, and activities
at each site were in or out of sync. We advocate this as a model for CSCW research in
situations in which people are working with remote co-workers and/or instruments.

Practically, our results apply directly to several human-robot interaction scenarios.
Scenarios like ours, in which some team members are collocated with a robot and oth-
ers are not, is one that NASA has envisioned for future human and robot explorations of
Mars [20]. Robots may arrive first on Mars, directed by humans on Earth to construct
basic infrastructure. Once astronauts arrive, the robots may work side-by-side with the
astronauts or in combination with people on Earth or at base camp. Urban search and
rescue (USAR) teams are also frequently placed in similar situations: robotics experts
may operate robots working within a disaster area; however, a person with expertise in
USAR but not in robotics is the critical decision maker in the system [3, 19] and may
be distant from the scene [3].

Our analysis indicates that finding ways to develop common ground between users
and both the robot and the robotic experts (acting as intermediaries between the users
and the robot) will be crucial to users ability to collaborate effectively with robots,
achieve their goals with minimal frustration, and be confident in the conclusions they
draw from data collected by robots on their behalf.
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