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Abstract—Robotic swarms are multi-robot systems whose global behaviors emerge from local interactions between individual robots. Each robot obeys a local control law that can be activated depending on an operator’s choice of global swarm behavior. Real missions occur in uncontrolled environments with dynamically arising objectives and require combinations of behaviors. Given a library of swarm behaviors, a supervisory operator commanding the swarm must choose a sequence of behaviors to execute and their execution durations in order to accomplish a particular task during a mission composed of many tasks. In this paper, we address the following problem: given a library of swarm behaviors, the swarm initial state, the final goal and an unordered set of intermediate goals the operator wants to achieve, the objective is to identify a behavior schedule comprised of selected behaviors and associated time intervals of application of the behavior so that the total time to reach the final goal is minimized. Our contributions are as follows: (a) formalization of the problem of behavior scheduling to achieve multiple unordered goals with a robotic swarm, (b) an algorithm that produces a behavior schedule to achieve all intermediate goals and the final goal in minimum time such that the behavior durations are locally optimal and given which the goal sequence has bounded suboptimality and (c) application of this algorithm to configuration control of robot swarms.

I. INTRODUCTION

Swarms are multi-robot systems that operate using simple local control laws. Global swarm behaviors emerge via interactions of swarm members. These emergent behaviors, such as flocking, deployment, rendezvous, allow the swarm to accomplish tasks even with the individual swarm members’ sensor and computation limitations. Real-world applications, including area coverage, search and rescue operations, military surveillance or first responder assistance [1]–[5], are composed of complex tasks which usually cannot be achieved with a single existing behavior. One way to achieve complex tasks with swarms is to manually synthesize more sophisticated local control laws that would allow the swarm to accomplish the task while individual robots satisfy practical local constraints like collision avoidance [6,7]. Other work has used formal methods to automatically synthesize the local control logic for each robot from a set of individual robot specifications [8], which provides formal guarantees for each robot, but limited insight into overall swarm performance. This is a hard problem in general and there are few known solutions with guaranteed performance even for specific tasks like area coverage, search and rescue, and surveillance [9]–[11]. Alternatively, one can use a library of collective swarm behaviors (which may not necessarily be designed for the task at hand) and compose them using a supervisory controller [12] to accomplish the task. Often, an operator knows, not only the final task goal but also a set of intermediate goals that must be reached on the way to the final goal. In this paper, we study the problem of finding a behavior schedule (i.e. behavior sequence and the times of instantiation of the behaviors), so that the total time to reach the final goal is minimized and all intermediate goals are achieved.

More formally, we consider a swarm robotic system equipped with a library of collective behaviors. In each behavior, the state evolution of the swarm is modeled by a linear dynamical system. Formally, we model the state evolution of the swarm as a hybrid dynamical system, where there is one mode with linear dynamics corresponding to each behavior. We are also given a set of intermediate goals (represented in the joint state space of the robots) that are unordered and a final goal that the robots should reach. Note that each intermediate goal as well as the final goal is the equilibrium point of some behavior in our behavior library, which ensures that the intermediate and final goals are reachable. Our objective is to compute a sequence of the modes (behaviors) and the switch times such that the robot swarm reaches the final goal state in minimum time while achieving all the intermediate goal states. Our problem is related to the problem of switch time optimization studied for hybrid systems [13]. In switch time optimization problems for hybrid systems, the objective is to compute the sequence of the modes and the switch times between the modes so as to optimize a given objective function (over the path taken by the dynamical system) over a given time horizon. A key distinction of our problem from the extant literature on switch time optimization is that we have intermediate states that the dynamical system has to reach. Furthermore, in our problem, the final state is fixed while the objective is to minimize the total time to get to the final goal state.

We develop a two-step procedure to solve the swarm behavior scheduling problem. Our first step is to compute the minimum time trajectory between any two given (possibly intermediate) goal states with our dynamics as constraints. We present an algorithm to compute the different behavior switches and their timings for moving from one goal state to
another. Please note that it has already been established in the literature that for going to a given goal state in a time-optimal fashion, it may be beneficial to delay the choice of the behavior that results in achievement of the goal [14]. The result here is a generalization of the result in [14], since we show that one can use other behaviors (whose fixed points may not correspond to the given goals) transiently in order to move between the goals in a time-optimal fashion. Since our method is based on gradient descent, we achieve a locally optimal solution. In our second step, we formulate a Traveling Salesman Problem, where the cities are the goals and the cost of traveling between the goals is as given by the first step above. We show that the costs satisfy the triangle inequality although they are asymmetric. Therefore, we use a variant of Christofides’ algorithm [15,16] to compute a goal sequence with bounded suboptimality - specifically, it is a constant factor approximation to the optimal sequence.

Our contributions are (a) formalization of the problem of behavior scheduling to achieve multiple unordered goals with a robotic swarm, (b) an algorithm that produces a behavior schedule to achieve all intermediate goals and the final goal in minimum time such that the behavior durations are locally optimal and given which the goal sequence has bounded suboptimality and (c) application of this algorithm to configuration control of robot swarms.

II. RELATED WORK

We formulate our problem in the framework of switch time optimization for hybrid systems (see [13] for a comprehensive survey of recent results) where the mode sequence is not known a priori and also apply some results from traditional time-optimal control to characterize the length of the unknown optimal mode sequence. The authors of [17] consider the problem of finding the optimal switch times for a hybrid system where the cost functional is defined over a fixed time horizon and the final state is unconstrained. After finding an expression for the gradient of the cost functional in terms of the dynamics of the system and the costate, they propose a gradient descent algorithm that iteratively forward integrates the state equations, backward integrates the costate equations and then takes a gradient step (with Armijo step size) in the cost functional to eventually find a locally optimal solution. They also propose a procedure to use the gradient related information to iteratively alternate between adding modes to the sequence and updating the switch times. In [18], a sufficient descent version of the algorithm is presented with a procedure to satisfy dwell time constraints. The techniques presented in [18] are quite powerful and provide locally optimal solutions to the free-endpoint fixed-time horizon switch time optimization problem in hybrid systems with piecewise continuous modes.

In contrast to this locally optimal solution to the general free-endpoint fixed-time problem, in the first part of our approach we solve a particular case (for systems performing consensus) of the constrained-endpoint free-time problem using a more direct approach that does not require integration of the costate equations. Our method also relies on gradient descent techniques and provides a locally optimal solution. This solution is a behavior schedule for a robotic swarm to move from an initial state towards a goal state in minimum time using only consensus-based behaviors from a given library. In the second part of our approach, we then extend this technique with a variant [16] of Christofides’ algorithm [15] for generating fixed-endpoint Hamiltonian paths with bounded suboptimality, which allows us to find a behavior schedule for a robotic swarm to move from an initial state to a desired final state while also achieving a set of unordered intermediate goals in minimum time. Our primary contribution is the application of these techniques to robotic swarms.

III. PROBLEM FORMULATION

A. Consensus-based Behaviors

Consider a robotic swarm whose joint state (i.e. stacked states of individual robots) is given by \( x(t) \in \mathcal{X} \) at time \( t \in \mathbb{R}_+ \) in state space \( \mathcal{X} = \mathbb{R}^n \). For this robotic swarm, the state evolution of each robot may be written as a weighted linear combination of its own state and the states of other robots in the swarm. That is, the joint state evolution of the swarm is given by the following differential equation when there is no external influence from a supervisory operator (e.g. a human).

\[
\dot{x}(t) = Ax(t)
\]  

(1)

For the dynamics above, it is clear that the joint state of the swarm continuously evolves over time unless \( x(t) \) lies in the null space of the dynamics matrix \( A \). If the system is stable (i.e. all eigenvalues of \( A \) have negative real parts), then it is clear that the state of the system will evolve from any initial state \( x(0) \) to asymptotically approach a point in the null space of \( A \) (i.e. \( \lim_{t \to \infty} Ax(t) = 0 \)).

The state evolution of the swarm may be influenced by selecting a constant bias input \( z \in \mathbb{R}^n \), which is incorporated into the dynamics as follows.

\[
\dot{x}(t) = A(x(t) - z)
\]  

(2)

Applying the terminology we introduced in [12], Equation (2) represents the dynamics for a swarm meta-behavior with two unspecified parameters: the dynamics matrix \( A \) and the bias vector \( z \). This meta-behavior can be instantiated into many different concrete swarm behaviors via different choices for the dynamics matrix \( A \) and the bias vector \( z \). For example, if individual robot states represent their spatial positions, then the concrete swarm behavior known as rendezvous may be instantiated by specifying \( z = 0 \) and \( A = -L \), where \( L \) is the Laplacian matrix of the swarm’s communication graph. In fact, the case when the dynamics matrix is fixed as \( A = -L \) is an important subclass of the meta-behavior with the dynamics given in Equation (2). Specifically, fixing the dynamics matrix in this way results in the swarm performing a biased version of linear time-invariant (LTI) consensus with the following
dynamics. See [19] for more information about the unbiased version of continuous-time continuous-state consensus.

\[
\dot{x}(t) = -L(x(t) - z)
\]  
(3)

For this reason, we refer to this meta-behavior and any concrete behaviors instantiated from it (by specifying \(z\)) as \textit{consensus-based behaviors}. When the states represent spatial positions of the robots, we can instantiate concrete consensus-based behaviors like rendezvous (as described above) or various spatial configurations (e.g. line, circle) through appropriate selection of \(z\). In contrast to other methods of rendezvous or generating the spatial configurations, instantiating them as a consensus-based behavior would provide useful properties such as preserving the centroid of the original robot positions as they move.

It is important to recognize that the states do not necessarily have to represent spatial positions. For example, the states could instead represent more abstract quantities, such as the distribution of robots among tasks as in [20] (continuous-time macroscopic model of swarm). In that case, we can instantiate concrete consensus-based behaviors such as mission-specific robot distributions among tasks by appropriately selecting \(z\) and with \(A = -L = K\) (as defined in [20]) representing the transition rate matrix, where \(L\) (not necessarily symmetric) is the weighted Laplacian of a directed graph modelling transitions between tasks. Here, the consensus-based behavior would provide the beneficial (and necessary) property that the total quantity of robots is preserved as their distribution among tasks changes.

\textbf{B. Problem Statement}

Assume we have a finite-sized, fixed library

\[ B = \{ f_1, f_2, \ldots, f_m \} \]

(4)

of \(m\) concrete consensus-based behaviors where the \(i\)-th behavior in the library is a map \(f_i : \mathbb{R}^n \rightarrow \mathbb{R}^n\) that has been instantiated from Equation (3) by specifying the bias vector \(z_i \in \mathbb{R}^n\).

\[ f_i(x(t)) = -L(x(t) - z_i) \]

(5)

For notation purposes, we write \(Z = \{ z_1, z_2, \ldots, z_m \}\) for the set of bias vectors with which the concrete consensus-based behaviors in our library were instantiated.

A supervisory operator controls the robotic swarm by selecting a behavior \(f_{b_k} \in B\) where \(b_k \in \{1,2,\ldots,|B|\}\) and applying it for a corresponding duration \(\tau_k \in \mathbb{R}_+\). Thus, control of the robotic swarm may be represented as a sequence

\[ S = ((b_1, \tau_1), (b_2, \tau_2), \ldots, (b_d, \tau_d)) \]

(6)

of \(d\) 2-tuples where the first element in the 2-tuple is the index \(b_k\) of the selected behavior in the library and the second element is the duration \(\tau_k\) over which the behavior is applied. We refer to this sequence as a \textit{behavior schedule} for our robotic swarm. For notation purposes, we write the behavior selection times

\[ t_k = t_0 + \sum_{i=1}^{k} \tau_i \]

(7)

and without loss of generality assume \(t_0 = 0\). The corresponding dynamics guiding the state evolution of the swarm is given as follows.

\[ \dot{x}(t) = \begin{cases} f_{b_1}(x(t)) & \text{for } t \in [0, t_1) \\ f_{b_2}(x(t)) & \text{for } t \in [t_1, t_2) \\ \vdots & \text{for } t \in [t_{d-1}, t_d) \end{cases} \]

(8)

Our supervisory operator has an unordered set of \(c\) intermediate goals \(Y = \{ y_1, y_2, \ldots, y_c \}\) where \(y_j \in \mathbb{R}^n\) that they would like to achieve with the robotic swarm in minimal time. We define a goal \(y_j\) to be achieved within time \(T\) if the following condition is true.

\[ \exists t \leq T : \| P(x(t) - y_j) \|^2 \leq \varepsilon \]

(9)

The parameter \(\varepsilon \in \mathbb{R}_+\) is a desired tolerance chosen by the supervisory operator. The matrix \(P\) is an orthogonal projection matrix that rejects any component in the null space of \(L\). That is, if \(\{v_1, v_2, \ldots, v_{\text{nullity}(L)}\}\) is an orthonormal basis (i.e., \(\forall i, j : v_i^\top v_j = 0\)) for the null space of \(L\), then \(P\) can be written as follows.

\[ P = \prod_{i=1}^{\text{nullity}(L)}(I - v_i v_i^\top) \]

(10)

For example, every Laplacian matrix \(L\) has an eigenvector \(1\) with corresponding eigenvalue 0. For a connected undirected graph, 1 is also the only eigenvector with eigenvalue 0, so it must be part of a basis for the null space of \(L\), which means for an undirected connected graph \(P = I - (1^\top 1)^{-1} 1 1^\top\).

In this paper, given the library \(B\) of consensus-based behaviors, the initial state \(x_{\text{initial}}\) of the swarm, the final goal \(x_{\text{final}}\) and the unordered set \(Y\) of intermediate goals the operator would like to achieve, our objective is to identify the behavior schedule \(S\), which consists of selected behaviors and the associated time intervals of application, to minimize the total time \(T\). Formally, our problem is written as follows.

\[ \underset{S}{\text{arg min}} \quad T \]

subject to \( x(0) = x_{\text{initial}} \)

\[ \| P(x(T) - x_{\text{final}}) \|^2 \leq \varepsilon \]

(11)

\[ \begin{cases} f_{b_1}(x(t)) & \text{for } t \in [0, t_1) \\ f_{b_2}(x(t)) & \text{for } t \in [t_1, t_2) \\ \vdots & \text{for } t \in [t_{d-1}, t_d) \end{cases} \]

\[ \forall y \in Y, \exists t \leq T : \| P(x(t) - y) \|^2 \leq \varepsilon \]

The first constraint in this problem specifies the initial state of the swarm. The second constraint specifies a necessary
By considering the change of variables we can always analyze the equivalent system

\[ T \] minimal time

\[ S \] problem is a behavior schedule that may be achieved in any order. The optimal solution to this trajectory describing the state evolution of the swarm based on the final goal to be achieved. The third constraint restricts the and sufficient condition on the final state of the swarm for the final goal to be achieved. The third constraint restricts the trajectory describing the state evolution of the swarm based on the dynamics of the chosen behaviors from the library. The final constraint not only captures the requirement that all intermediate goals must be achieved, but also that they may be achieved in any order. The optimal solution to this problem is a behavior schedule \( S^* \) that causes the swarm to achieve all intermediate goals and then the final goal in minimal time \( T^* \).

IV. IDENTIFYING A BEHAVIOR SCHEDULE WITH NO INTERMEDIATE GOALS

The problem in Equation (11) is quite challenging to approach directly, so we begin with a relaxed version of the problem where there are no intermediate goals (i.e. \( \mathcal{Y} = \emptyset \)). In this section, we begin by analyzing the simplest case, where the behavior library only contains two behaviors \((n = 2)\) and we show how to find the optimal behavior schedule to achieve the single goal \( x_{\text{final}} \). We then extend our analysis to the case where there are multiple behaviors in the library.

A. Behavior Library Contains Only Two Behaviors

When the behavior library only contains two behaviors, any behavior schedule must necessarily alternate between selecting the two behaviors, so the only variables are the durations. Thus, the state of the system evolves as follows.

\[
\dot{x}(t) = \begin{cases} 
-L_1(x(t) - z_1) & \text{for } t \in [0, t_1) \\
-L_1(x(t) - z_2) & \text{for } t \in [t_1, t_2) \\
-L_1(x(t) - z_1) & \text{for } t \in [t_2, t_3) \\
-L_1(x(t) - z_2) & \text{for } t \in [t_3, t_4) \\
\vdots 
\end{cases}
\]

By considering the change of variables \( \bar{x}(t) = x(t) - z_1 \), we can always analyze the equivalent system

\[
\dot{\bar{x}}(t) = \begin{cases} 
-L\bar{x}(t) & \text{for } t \in [0, t_1) \\
-L(\bar{x}(t) + z_1 - z_2) & \text{for } t \in [t_1, t_2) \\
-L\bar{x}(t) & \text{for } t \in [t_2, t_3) \\
-L(\bar{x}(t) + z_1 - z_2) & \text{for } t \in [t_3, t_4) \\
\vdots 
\end{cases}
\]

and find an optimal behavior schedule to transition from initial state \( \bar{x}_{\text{initial}} = x_{\text{initial}} - z_1 \) to final state \( \bar{x}_{\text{final}} = x_{\text{final}} - z_1 \). Thus, we will drop the overbar notation and analyze the following system.

\[
\dot{x}(t) = \begin{cases} 
-Lx(t) & \text{for } t \in [0, t_1) \\
-L(x(t) - z) & \text{for } t \in [t_1, t_2) \\
-Lx(t) & \text{for } t \in [t_2, t_3) \\
-L(x(t) - z) & \text{for } t \in [t_3, t_4) \\
\vdots 
\end{cases}
\]

Given the system above, the following important question naturally arises: what is the maximum number of switches required to achieve a goal \( x_{\text{final}} \)? We will now seek to answer this question by considering the following problem that occurs in traditional time-optimal control of LTI systems with bounded control signals \( u(t) \in [0, 1] \).

Theorem 1: The solution (if it exists) to the problem in Equation (15) is the optimal control signal \( u^*(t) \). This control signal corresponds to the optimal behavior schedule for the problem in Equation (11) when \( \mathcal{Y} = \emptyset \) and the state evolution corresponds to Equation (14).

\[
\begin{align*}
\text{arg max} & \quad u(t) \int_0^T -1 \, dt \\
\text{subject to} & \quad x(0) = x_{\text{initial}}, \\
& \quad \| P(x(T) - x_{\text{final}}) \|_2^2 \leq \varepsilon \\
& \quad x(t) = -Lx(t) + Lzu(t), \\
& \quad u(t) \in [0, 1]
\end{align*}
\]

Proof: The payoff functional \( \int_0^T -1 \, dt = -T \) is maximized when the time \( T \) at which the swarm achieves the desired goal \( x_{\text{final}} \) is minimized. First, we form the Hamiltonian, where \( p(t) \) is the costate. Due to space constraints, we will drop the dependence on time \( t \) from our notation.

\[
H(x, p, u) = p^T(-Lx + Lzu) - 1
\]

This is a free-time, constrained-endpoint problem, for which Pontryagin’s Maximum Principle states the following conditions under which a given input signal \( u(t) \) is optimal.

\[
\begin{align*}
\dot{x} &= \nabla_p H = -Lx + Lzu \\
\dot{p} &= -\nabla_x H = L^T p \\
H(t) &= H(x(t), p(t), u(t)) = \max_{a \in [0, 1]} H(x(t), p(t), a)
\end{align*}
\]

Here, we have two differential equations representing the state \( x(t) \) and costate \( p(t) \) evolution. In addition, we have a terminal condition on the costate trajectory — it must be perpendicular to the curve representing the set of possible final states \( x(T) \) for the system. By expanding the third condition, we find

\[
H(x, p, u) = \max_{a \in [0, 1]} H(x, p, a)
\]

\[
\begin{align*}
u &= \text{arg max}_{a \in [0, 1]} (p^T(-Lx + Lza) - 1) \\
u &= \text{arg max}_{a \in [0, 1]} (p^T Lza)
\end{align*}
\]

which implies the following for optimal \( u^* \).

\[
\forall a \in [0, 1] : p^T Lz (u^* - a) \geq 0
\]

\[
u^* = \begin{cases} 
1 & \text{for } p^T Lz \geq 0 \\
0 & \text{for } p^T Lz < 0
\end{cases}
\]

Clearly, the above form of piecewise continuous \( u^* \) has an exactly corresponding representation as a discrete behavior
schedule $S^*$ and applying $u^*$ to solve the problem in Equation (15) causes the state to evolve according to Equation (14) as required.

Returning to our robotic swarm, Theorem 1 implies that even when the the supervisory operator is permitted to select a convex combination of the consensus-based behaviors in the library, the optimal behavior schedule only switches discretely between individual behaviors in the library.

**Theorem 2:** The maximum length of the optimal behavior schedule $S^*$ for a robotic swarm performing consensus-based behaviors with $Y = \emptyset$ and with a behavior library containing $|B| = 2$ behaviors is $|S^*| \leq n$.

**Proof:** By expanding the costate evolution we find $p^T L z = p(0)^T e^{Lt} L z$, which implies the well known result that for time-optimal control of a linear time-invariant system where the control signal is constrained to a convex set, each component of the control signal only takes on values at its limits (in this case, 0 and 1) — that is, the signal is bang-bang — and that the optimal control signal only switches a finite number of times. Since the dynamics matrix for our consensus-based behavior is the Laplacian of an undirected communication graph, it is symmetric positive-definite with real entries and has an eigendecomposition $L = QAQ^T$.

$$
\begin{align*}
 p^T L z &= p(0)^T e^{Lt} L z \\
 &= p(0)^T e^{QAQ^T t} Q A Q^T z \\
 &= p(0)^T e^{A t} Q z \\
 &= \tilde{p}(0)^T e^{A t} \tilde{z} \\
 &= \sum_i \tilde{p}_i(0) \tilde{z}_i \lambda_i e^{\lambda_i t}
\end{align*}
$$

Here $\tilde{z} = Q^T z$ and $\tilde{p} = Q^T p$. Since all the eigenvalues $\lambda_i$ of $L$ must be real and nonnegative, this is simply a sum of growing exponentials. Some of the coefficients may be positive and some of the coefficients may be negative, so this switches between positive and negative a maximum of $n$ times over $t \in [0, T]$, which means that the optimal control signal must switch between 0 and 1 at most $n$ times. This implies that the optimal behavior schedule for our swarm has a maximum length of $n$.

We note that while the proofs of Theorem 1 and Theorem 2 were presented for a symmetric dynamics matrix for ease of exposition, they can actually be extended to any diagonalizable dynamics matrix in a straightforward manner.

**B. Behavior Library Contains Many Behaviors**

We now turn our attention to the problem of finding the optimal behavior schedule when our behavior library can contain any number of consensus-based behaviors and there are no intermediate goals (i.e. $Y = \emptyset$). Rather than a vector $z \in \mathbb{R}^n$, now consider a matrix $Z \in \mathbb{R}^{n \times m}$ where the $i$-th column is the $i$-th bias vector $z_i$ from the set of bias vectors $Z$ corresponding to behaviors in the library $B$.

**Theorem 3:** For the problem in Equation (15), if the dynamics constraint is replaced with $\dot{x}(t) = -Lx(t) + LZu(t)$ and $u(t)$ is constrained to a simplex in the positive orthant (i.e. $u(t) \in [0,1]^m : \|u(t)\|_1 \leq 1$), then the optimal signal $u^*(t)$ corresponds to the optimal behavior schedule for the problem in Equation (11) when $Y = \emptyset$ and the state evolution corresponds to Equation (8).

**Proof:** Applying Pontryagin’s Maximum Principle with $A = \{a \mid a \in [0,1]^m : \|a\|_1 \leq 1\}$, we find the following condition.

$$
H(x, p, u) = \max_{a \in A} H(x, p, a) = u = \arg \max_{a \in A} (p^T (-Lx + LZa) - 1)
$$

(25)

Expanding the costate evolution with $L = QAQ^T$, we find

$$
\begin{align*}
 p(t)^T L Z a &= \sum_j a_j \sum_i \tilde{p}_i(0) \tilde{z}_i \lambda_i e^{\lambda_i t} \\
 \forall j \neq j^* : u_j^*(t) &= 0 \\
 u_j^*(t) &= \begin{cases} 
 1 & \text{for } \sum_i \tilde{p}_i(0) \tilde{z}_i \lambda_i e^{\lambda_i t} \geq 0 \\
 0 & \text{for } \sum_i \tilde{p}_i(0) \tilde{z}_i \lambda_i e^{\lambda_i t} < 0
\end{cases}
\end{align*}
$$

(26)

(27)

(28)

(29)

Thus, the optimal signal $u^*(t)$ has either all entries equal to 0 or a single entry equal to 1 at any given time $t$. Clearly, it is piecewise continuous and has an exactly corresponding representation as an optimal behavior schedule $S^*$ to solve Equation (11) when $Y = \emptyset$.

Theorem 3 implies that even when the supervisory operator is allowed to continuously switch between a convex combination of the behaviors in the library, the optimal behavior schedule marvelously only switches discretely between individual behaviors rather than selecting a weighted combination.

**Theorem 4:** The maximum length of the optimal behavior schedule $S^*$ for a robotic swarm performing consensus-based behaviors with $Y = \emptyset$ and with a behavior library containing $|B| = m$ (where $m \geq 2$) behaviors is $|S^*| \leq \frac{m(m-1)}{2} n$.

**Proof:** The proof is immediate from Theorem 2 and Theorem 3 since we may switch between any pair of behaviors in the library at most $n$ times and there are $\frac{m(m-1)}{2}$ unique pairs.

In practice, we expect the majority of behavior schedules to be shorter than the maximum suggested by Theorem 4.

**C. Procedure for Computing Behavior Schedule with No Intermediate Goals**

Now that we have characterized the maximum length of the optimal behavior schedule, we present a procedure to compute it when $Y = \emptyset$. Begin by assuming the length of the behavior schedule $S$ we are optimizing is $d = \frac{m^2(n-1)}{2} n$ with all $m$ behaviors in the library repeated $\frac{m(m-1)}{2} n$ times
duration is given as follows. The derivative of the state evolution with respect to each recursively.

Consensus-based behaviors, we can write the state evolution ing durations, which we can represent as a vector cult to tackle directly. This allows us to somewhat indirectly address the sequencing m length we select this length for the behavior schedule is that we can conveniently, in this form, both the objective function and constraints are continuous and smooth in \( \bar{\tau} \).

We can now rewrite the problem in Equation (11) as follows (assuming \( \mathcal{Y} = \emptyset \)) and noting that \( T = t_d \).

\[
\begin{align*}
\arg & \min_{\tilde{\tau} \in \mathbb{R}^d} \quad 1^\top \tilde{\tau} \\
\text{subject to} & \quad x(0) = x_{\text{initial}} \\
& \quad \| P (x(t_d) - x_{\text{final}}) \|_2^2 \leq \epsilon \end{align*}
\]

\[
x(t_d) = e^{-L \sum_{i=1}^{d} \tau_i} x(0) - \sum_{j=1}^{d} e^{-L \sum_{i=j}^{d} \tau_i} z_{b_j} + \sum_{j=1}^{d-1} e^{-L \sum_{i=j+1}^{d} \tau_i} z_{b_j} + z_{b_d}
\]

This is a nonlinear optimization problem with a single equality constraint and nonnegative optimization variables. Conveniently, in this form, both the objective function and the constraints are continuous and smooth in \( \tilde{\tau} \). The gradient of the objective function is given as follows.

\[
\nabla_{\tilde{\tau}} T = 1
\]

The gradient of the equality constraint is given as follows.

\[
\phi (x) = \| P (x (T) - x_{\text{final}}) \|_2^2 - \epsilon
\]

\[
\nabla_{\tilde{\tau}} \phi = 2 \left[ \frac{dx}{dT^1} \ldots \frac{dx}{dT^c} \right]^\top P (x (T) - x_{\text{final}})
\]

The derivative of the state evolution with respect to each duration is given as follows.

\[
\frac{dx}{d\tau_k} = -L e^{-L \sum_{i=1}^{k-1} \tau_i} x(0) - \sum_{j=1}^{k-1} -L e^{-L \sum_{i=j}^{k-1} \tau_i} z_{b_j} + \sum_{j=1}^{k-1} -L e^{-L \sum_{i=j+1}^{k-1} \tau_i} z_{b_j}
\]

Since we have analytic gradients for both the objective function and the constraints, we can use any number of standard gradient-based optimization techniques to find locally optimal solutions efficiently (see Section VI for an example). As noted above, we expect the vast majority of the durations in our behavior schedule to be 0 because we intentionally increased its length to enable it to represent all possible behavior sequences. In addition, if the supervisory operator for the robotic swarm knows the behavior sequence in advance, our technique can be used to identify the optimal durations for which those behaviors should be executed.

Finally, we note that our technique applies equally well to a general dynamics matrix \( \Lambda \) and it is obvious that computational efficiency can be improved when \( \Lambda \) is diagonalizable by taking the eigendecomposition \( \Lambda = QAQ^{-1} \) and considering transformed state \( \tilde{x} (t) = Q^{-1} x (t) \), and behaviors \( \tilde{f}_j (\tilde{x} (t)) = \Lambda (\tilde{x} (t) - \tilde{z}_j) \) with \( \tilde{z}_j = Q^{-1} z_j \). For these transformed behaviors, the dynamics matrix \( \Lambda \) is diagonal, which makes its matrix exponential \( e^{\Lambda t} \) much faster to compute. Clearly, this transformation is for computational purposes only and does not change either the mathematical results or the physical motion of robots in our swarm.

V. ALGORITHM FOR SEQUENCING OF UNORDERED INTERMEDIATE GOALS

In the previous section, we showed that when there are no intermediate goals, it is possible to identify the maximum length of the time-optimal behavior schedule, fix the sequence and then solve a nonlinear optimization problem with smooth objective function and smooth constraints for the durations. The identified behavior schedule will be locally optimal in the space of durations. Given a particular behavior library, we can do this for any choice of initial state and goal.

We now consider the problem of behavior scheduling with a set of \( c \) intermediate goals \( \mathcal{V} \) that must be achieved by the robotic swarm. Consider the weighted directed graph \( G = (V,E,W) \). The vertices \( V = \mathcal{Y} \cup \{ x_{\text{initial}}, x_{\text{final}} \} \) of this graph include the initial state, the intermediate goals and the final goal. The edge set \( E \) includes directed edges between every pair of nodes but does not include any edges that begin at \( x_{\text{final}} \) or end at \( x_{\text{initial}} \). The entries \( w_{ij} \in \mathbb{R}_+ \) of the weight matrix \( W \in \mathbb{R}^{(c+2) \times (c+2)} \) represent the minimum time required to transition from the state represented by vertex \( v_i \) to the state represented by vertex \( v_j \). These weights may be computed by using the procedure in the previous section to find the optimal behavior schedule to move from \( v_i \) to \( v_j \). Thus, we note that weighted edges in our directed graph must satisfy the triangle inequality (i.e. \( \forall i,j,k: w_{ij} + w_{jk} \geq w_{ik} \)). In the rare case that particular triplets do not satisfy the triangle inequality (since our procedure is only locally optimal), we enforce the triangle inequality by replacing the computed behavior schedule for edge \( (v_i, v_k) \) with the concatenation of the computed behavior schedules for \( (v_i, v_j) \) and \( (v_j, v_k) \).

Once we have created the weight matrix \( W \), which is not symmetric for our problem, and computed the behavior schedules, our problem is reduced to finding the minimum
Algorithm 1 Compute the Best Behavior Schedule

1: function MULTI GOAL BEHAVIOR SCHEDULE($B, x_{initial}, Y, x_{final}$)  
2: $S_{all} \leftarrow \emptyset, V = Y \cup \{x_{initial}, x_{final}\}$  
3: for $v_i \in V : v_i \neq x_{final}$ do  
4: \hspace{1em} for $v_j \in V : (v_i \neq v_j) \land (v_j \neq x_{initial})$ do  
5: \hspace{2em} $S_{ij} \leftarrow ONE GOAL BEHAVIOR SCHEDULE($B, v_i, v_j$)  
6: \hspace{1em} $y_{ij} \leftarrow TOTAL DURATION(S_{ij})$  
7: \hspace{2em} end for  
8: \hspace{1em} end for  
9: $W \leftarrow ENFORCE TRIANGLE INEQUALITY($W$)  
10: $P \leftarrow FIXED ENDS POINTS HAMILTONIAN PATH($W, x_{initial}, x_{final}$)  
11: for $(v_i, v_j) \in P$ do  
12: \hspace{1em} $S_{all} \leftarrow S_{all} \cup S_{ij}$  
13: \hspace{1em} end for  
14: return $S_{all}$  
15: end function

cost Hamiltonian path which starts at $x_{initial}$ and ends at $x_{final}$. This is a variation of the Metric Asymmetric Travelling Salesman Problem (TSP), which is known to be NP-hard. Christofides’ approximation algorithm solves the Metric Symmetric TSP problem in $O(n^3)$ with bounded suboptimality [15]. Specifically, the cost of the tour produced by Christofides’ algorithm will be at most $\frac{3}{2}$ times the cost of the optimal tour. In [21], the authors show that the Asymmetric TSP problem can be transformed into the Symmetric TSP problem after which we can apply Christofides’ algorithm as usual to find a $\frac{3}{2}$-approximation to the optimal tour. However, our problem also has fixed endpoints, so we must apply a variant of Christofides’ algorithm [16] for Hamiltonian paths rather than tours. It is shown in [16] that when there are two fixed endpoints, the algorithm produces a $\frac{3}{3}$-approximation to the optimal Hamiltonian path. The behavior schedule $S^*$ which solves the problem in Equation (11) is the concatenation of the locally optimal behavior schedules for each edge in the Hamiltonian path from initial state $x_{initial}$ through intermediate goals $Y$ to final goal $x_{final}$. The behavior schedule $S^*$ has bounded local suboptimality.

The method described above is summarized in Algorithm 1. The function ONE GOAL BEHAVIOR SCHEDULE() solves the problem in Equation (32). Notice that the locally optimal behavior schedule for every edge and every entry of the weight matrix can be computed in parallel (lines 3–8).

We conclude this section by noting that if the final goal is not fixed (i.e. no $x_{final}$), then we can use the algorithm in [16] to find a single endpoint Hamiltonian path starting at $x_{initial}$ and achieving all $Y$ with $\frac{3}{2}$ bounded suboptimality. This fact can also be used to extend Algorithm 1 in a straightforward manner to handle ordered subsets of unordered goals (e.g. achieve all goals in $Y_1$, then $Y_2$, then $Y_3$, etc.).

VI. APPLICATION TO CONTROL CONFIGURATION OF ROBOTIC SWARMS

In this section, we revisit the problem of optimal timing in configuration control of robotic swarms, which we presented to illustrate the phenomenon of Neglect Benevolence in [14]. There are many applications, including artistic performances [22], surveillance, cooperative manipulation or robotic printing where it is important to generate and maintain various configurations with a multi-robot team. In some of these applications, the sequence of desired configurations is known in advance and in others the desired configurations are known, but not the sequence. Given a library of consensus-based behaviors $B$ that each cause the swarm to move towards a particular spatial configuration $z \in Z$, we now apply the results from the previous sections to identify a behavior schedule $S$ that generates the desired configurations $Y$ in minimum time. For these examples, we make the reasonable assumption that $Y \subset Z$. The optimal behavior schedule $S$ will transitively switch between configurations $Z$ in our library to ensure that the swarm achieves (to $\varepsilon$-convergence) all unordered goals $Y$ and final goal $x_{final}$ in minimum time. We instantiate our behavior library $B$ with a set of configurations $Z$ shown in Figure 1.

A. Known Behavior Sequence with Unknown Durations

We first consider a case similar to the one we considered in [14]. The human operator is performing a mission with the robotic swarm and has applied behavior $f_2$, which causes the swarm to move towards the corresponding configuration $z_2$. However, at time $t = t_0 = 0$ when the swarm is in state $x_{initial}$ (random configuration), the operator becomes aware of a change in mission goal to $x_{final}$, which can be achieved using behavior $f_3$ (e.g. $\|P(z_3 - x_{final})\|^2 = 0$). Based on this description, the behavior schedule must have the form $S = ((2, \tau_1), (3, \tau_2))$. Note that $x_{initial}$ is Neglect Benevolent simply if the optimal schedule has $\tau_1 > 0$. In our simulation (which had different $x_{initial}$ than [14]) when $|S| = 2$, the schedule computed is $S = ((2.12.5267), (3.38.0237))$ with total time $T = 50.55$. When we allow $|S| = n$, which is the maximum possible entries in the optimal schedule, the non-zero duration entries in the schedule computed are $S = ((3.19.2606), (2.98.68), (3.27.9326))$ with total time $T = 50.18$, a slight improvement.

B. Target Configuration with No Desired Intermediate Configurations

We now consider the case where we don’t know the behavior sequence in advance, but want to find the behavior schedule to achieve $x_{final} = z_7$ from $x_{initial}$ (random configuration) in minimum time. We implemented the procedure in Section IV-C in MATLAB and used fmincon (with ‘interior-point’ and analytic gradients specified) to identify the optimal behavior schedule $S = ((5.01.1198), (6.0.8556), (8.0.1277), (5.15.9487), (8.0.4150), (5.2.1821), (7.35.4172))$ for a total duration $T = 55.01$. We only show entries with non-zero duration, but note that the length of the behavior schedule is significantly less than the maximum suggested in Theorem 4. Clearly, only two of the behaviors ($5$ and $7$) were applied for a significant portion of time.

C. Target Configuration with Desired Intermediate Configurations

Finally, we consider the case where we want to find a behavior schedule that achieves a set of intermediate configurations $Y = \{y_1, y_2\}$ (with $y_1 = z_2$ and $y_2 = z_3$)
from $x_{\text{initial}}$ (random configuration) to $x_{\text{final}} = z_7$ in minimum time. We apply the algorithm in Section V to our problem and identify the optimal behavior schedule $S = ((3,1.3048), (4,3.7551), (5,0.0914), (3,10.8722), (5,6.7721), (3,31.0313), (8,1.0880), (2,11.7012), (7,1.0925), (2,20.9164), (7,0.4393), (4,3.7551), (5,0.0914), (3,10.8722), (5,6.7721), (3,31.0313), (7,0.8738), (7,23.8005))$ for a total duration $T = 113.74$. Intermediate goal $y_2 = z_3$ was reached at $t = 53.83$ and goal $y_1 = z_2$ was reached at $t = 89.06$. We only show entries with non-zero duration, but note that the length of the behavior schedule is significantly less than the maximum suggested in Theorem 4. We can also see an artifact of representing the schedule to optimize using a fixed sequence with repeated subsequences of entries in the last three terms of the identified schedule, which could more concisely and equivalently have been represented as $(7,25.1136)$. Minor post-processing can clean up such artifacts.

VII. CONCLUSION

In this paper, given a library of consensus-based behaviors, we considered the problem of generating a behavior schedule that enables a robotic swarm to achieve a set of unordered intermediate goals and a final goal in minimum time. After identifying a procedure to produce a locally optimal behavior schedule between any two goals, we presented an algorithm that computes locally optimal behavior schedules between all pairs of goals and then applies a variant of Christofides’ algorithm to find a $\frac{1}{2}$-approximation to the optimal Hamiltonian path through the goals. Concatenating the behavior schedules along path, we obtained an overall behavior schedule. In this work, our only cost was on time to achieve all goals. In future work, we plan to explore other cost functions and more types of behaviors in our library.
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