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Abstract

Multi-view stereo omnidirectional distance estimation usually needs to
build a cost volume with many hypothetical distance candidates. The
cost volume building process is often computationally heavy considering
the limited resources a mobile robot has. We propose a new geometry-
informed way of distance candidates selection method which enables the
use of a very small number of candidates and reduces the computational
cost. We demonstrate the use of the geometry-informed candidates in a set
of model variants. We find that by adjusting the candidates during robot
deployment, our geometry-informed distance candidates also improve a
pre-trained model’s accuracy if the extrinsics or the number of cameras
changes. Without any re-training or fine-tuning, our models outperform
models trained with evenly distributed distance candidates. Models are
also released as hardware-accelerated versions with a new dedicated large-
scale dataset. The project page, code, and dataset can be found at
https://theairlab.org/gicandidates/.

Additionally, the field of reinforcement learning (RL) has transformed
strategic game play, enabling AI agents to achieve superhuman perfor-
mance in games like chess, Go, and StarCraft II. These advancements
underscore the potential of RL in handling complex, long-horizon plan-
ning tasks against intelligent adversaries with a large search space of
potential winning strategies. This project introduces a new competitive
multi-phasic strategy game with partial observability and specialized units,
demonstrating the use of RL to achieve winning performance. Addition-
ally, this project explores the dynamics of the new competitive strategy
game, how certain mechanics lead to different dominant strategies, and
how to properly incentivize RL agents to learn winning strategies in this
environment.
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Chapter 1

Thesis Introduction

When intelligent robotic agents operate in the world, the execution process of their

actions can be broadly divided into two main processes: perception and planning.

Perception deals with the gathering of information from an agent’s environment.

This includes tasks such as utilizing sensors, mitigating environmental factors that

introduce noise, and preprocessing data into formats that are useful for computational

processes. Perception systems straddle the line between the real world and the

computational world, using observations of physical processes to deduce intermediate

facts that cannot be directly observed. Conversely, planning involves the processing

of this information to determine the actions that an agent should execute. Within the

vast landscape of potential actions, planning systems evaluate and prioritize choices

based on set objectives and experiences learned from past interactions.

Perception systems serve as the critical gateway for deploying robotic agents to

perform complex tasks. These systems are indispensable when precise information

is required to inform an agent about the next action to take. Adhering to the old

adage ”Garbage in, garbage out,” the quality of input data significantly impacts

the accuracy and effectiveness of the agent. While an agent can be designed to be

robust against noise and changes in the domain, cleaner and more reliable data that

align with known assumptions can greatly enhance system performance. Moreover,

some tasks demand the extraction of intricate information from sources that are

increasingly noisy, unorganized, and simplistic. On the other hand, planning systems

are tasked with narrowing down these inputs to ultimately select the correct action
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1. Thesis Introduction

based on the observed state.

In recent years, learning-based systems have dramatically transformed the domains

of perception and planning. Advances in machine learning, particularly in deep

learning, have enabled perception systems to achieve unprecedented accuracy in

object detection, scene interpretation, and real-time response to dynamic environments.

These improvements have allowed robotic agents to understand and interact with their

surroundings with greater precision and reliability. Simultaneously, in the domain

of planning, innovations in reinforcement learning and decision-making algorithms

have revolutionized how agents decide and act. These technologies allow agents to

learn optimal strategies through iterative processes and adapt their actions based

on continuous feedback from their environment, enhancing both the efficiency and

adaptability of planning systems.

This thesis represents a dual exploration and contribution to these crucial domains.

The first project contributes to the field of learning-based omnidirectional depth

estimation, enhancing how robotic agents perceive depth in various settings, thereby

improving their interaction with complex environments. The second project inves-

tigates the application of reinforcement learning in strategic games involving large

and variable action spaces, showcasing how planning systems can evolve to handle

highly dynamic and unpredictable scenarios. The thesis is structured into parts, each

dedicated to discussing these advancements in depth, their implications for future

technologies, and the integration of learning systems into practical applications.

Through detailed exploration of these projects, this thesis aims to highlight the

significant potential of integrating advanced learning algorithms in both perception

and planning. The goal is to provide a comprehensive understanding of how these

technologies can be further developed and effectively applied, paving the way for

more sophisticated and autonomous robotic systems in the future.
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Adaptive Omnidirectional Stereo

Vision
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Chapter 2

Introduction

Distance perception is a key requirement in mobile robots that need to navigate

and avoid obstacles. A larger field-of-view (FoV) and faster distance perception

enable a robot to more effectively gather information about its surroundings, with

omnidirectional sensing being most desirable. Presently, LiDAR devices are the go-to

sensors for distance perception due to their accuracy and high update speed. However,

LiDARs are mechanically complex, and this complexity increases with an increased

number of sampling points. It is technically difficult and prohibitively expensive to

achieve both large FoV and high resolution with LiDARs.

Using multiple cameras as a multi-view stereo (MVS) camera set can provide

high-resolution omni-directional distance perception with much lower mechanical

complexity and cost. Recent research has demonstrated that using multiple cameras

with large FoV lenses (e.g., fisheye lens) can achieve omni-directional distance esti-

mation [15, 31, 34]. Compared to LiDAR devices, vision-based distance estimation

typically provides larger FoV and denser measurements. However, two challenges

prevent MVS-omni-directional solutions from being the go-to sensor choice: 1) they

are computationally expensive and; 2) they are difficult to deploy.

The majority of the MVS-omni-directional models, both learning-based and non-

learning, utilize a cost volume structure that aggregates visual features by using

virtual distance candidates along a viewing direction. The model compares the

features at all candidates that are present in the cost volume and picks the best

weights for a linear combination of the given candidates. This cost volume approach
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2. Introduction

Figure 2.1: After training, using our geometry-informed (GI) distance candidate
distribution, the baseline distance between cameras can be changed and the model’s
performance can be restored without fine-tuning.

consumes a significant amount of computing resources, which grows depending on

the number of cameras and the number of distance candidates.

For deployment, cameras in an MVS-omni-directional system typically need to

be placed such that maximum FoV can be achieved with minimum occlusions from

the robot (self-occlusion). For learning-based methods, if the location or number of

cameras is changed to mitigate occlusions, the method typically suffers significant

performance degradation as the position of corresponding features in the camera

images is changed, hence for the same distance candidates the patterns of accumulated

features in the cost volume that differ greatly from training data.

To resolve the above issues related to learning-based visual omni-directional

distance estimation, our insight is that we can train a model to utilize a small number

of virtual distance candidates by picking distance candidates in a way that is informed

by the geometry of the camera configuration. For a known set of camera extrinsics, we

can select the candidates such that the positional displacement for the same feature

sampled at two consecutive distance candidates are similar across all consecutive

pairs of candidates. This ensures a similar pattern of feature accumulation in the

cost volume, allowing the model to more effectively determine the best interpolation
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2. Introduction

weights between a pair of consecutive candidates. This enables us to create models

with a much lower number of candidates (16 or 8) compared to previous methods,

significantly reducing computational cost. We are also able to compute such distance

candidates for new camera configurations during deployment, allowing a trained

model to be used and maintain its performance even if the camera extrinsics or the

number of cameras is changed. In this work, our contributions are:

• A geometry-informed (GI) distance candidates selection method that enables

the use of fewer candidates and change of extrinsics for deployment.

• Demonstration of a relaxed version of camera layout that can generate omni-

directional distance estimation with self-occlusion explicitly handled and variable

translations among the cameras.

After training on our dedicated new dataset, our model can efficiently generate

omni-directional distance from multiple cameras with self-occlusion explicitly handled,

even if the number and position of the cameras change during physical deployment.

The code, pre-trained model, and the dedicated dataset are available through the

project webpage.
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Chapter 3

Background

Estimating distance from more than one camera is a common and fundamental

capability of robot systems. There is a vast body of work that covers various topics

within depth estimation as well as a myriad of methods to measure depth. This section

will start with a high-level overview will cover current range-sensing methods. Next,

an overview of projective geometry and camera models will provide an understanding

of how images serve as two-dimensional projections of our three-dimensional world.

Finally, an overview of pinhole cameras, plane-sweeping, and multi-view stereo vision

will give a current understanding of how multiple camera images can be processed

into a cost-volume to produce a depth image. Additionally, the exploration into

current multi-view depth estimation methods will motivate the need for configurable

and omnidirectional depth estimation With these background sections, the reader

will be primed well-informed to appreciate the contributions that this work has made.

3.1 Overview of Range-Sensing Methods for

UAVs

Unmanned Aerial Vehicles (UAVs), commonly referred to as drones, employ various

range-sensing technologies to navigate and interact with their environment effectively.

Each sensing technology comes with its advantages and trade-offs, particularly con-

cerning size, weight, power, and cost (SWAP) constraints, which are critical in UAV
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applications.

Light Detection and Ranging (LiDAR) systems are known for their precision in

generating detailed 3D maps by emitting laser beams and measuring the time it takes

for the reflection to return. While offering high accuracy, LiDAR systems tend to be

heavy and power-intensive, making them less ideal for smaller drones where payload

capacity is limited.

In contrast, photogrammetry, utilizing images from cameras to measure distances,

presents a lighter and often more cost-effective option. Traditional setups involve

stereo camera systems that infer depth through disparity calculations between images

taken from slightly different viewpoints. However, these systems typically require

multiple cameras positioned at various orientations to capture the environment fully,

increasing the computational burden for image processing.

Fisheye cameras have recently gained popularity in UAV applications due to their

wide field of view, which can cover much larger areas with fewer cameras. This

reduction in the number of required cameras not only decreases the weight and power

consumption but also simplifies the data processing pipeline. The wide-angle lenses

of fisheye cameras capture a panoramic view, reducing blind spots and enhancing the

UAV’s ability to navigate complex environments.

The shift towards fisheye cameras aligns with the ongoing need to optimize

SWAP in drone technology. Their ability to provide extensive coverage with minimal

hardware makes them an attractive alternative to traditional photogrammetry and

LiDAR systems, especially in scenarios where real-time response and agility are

paramount.

3.2 Multi-view Stereo Vision

Multi-view stereo (MVS) has a longer history compared with the aforementioned

multi-view distance estimation. MVS studies are more focused on reconstructing the

3D geometry of an object or a scene, other than providing distance estimations with

respect to a robot. Similar to distance estimation, MVS studies use both non-learning

[10][25][6][11][3][35] and learning-based approaches [36][9][37][38][18]. The result of

an MVS method is usually a volumetric representation (e.g., voxel grid surface), point

cloud, or surface mesh. Inside these learning-based models, a cost volume can be

10



3. Background

constructed following [36]. Most of the approaches use a reasonably large number

of distance candidates. Some works, e.g. [8][12][7], explore multi-scale or adaptive

candidates, which may use fewer candidates but need to do the computing in an

iterative way, leading to additional computational overhead.

3.3 Omnidirectional Distance Estimation

The most relevant non-learning model is from Meuleman, [15] where they generate

distance predictions for a reference fisheye image by selectively fusing information from

other fisheye image views. A complete distance prediction is then made by stitching

multiple estimations together. They also build a cost volume to aggregate information

across different distance candidates. For efficiency, the number of candidates is kept

at 32. Since the model is non-learning-based, there is no training and it can be

deployed on various camera layouts. This model is one of our main baseline models.

For the learning-based models, SweepNet and OmniMVS, by Won, [31][32][33] are

the standouts among the early approaches. Like the non-learning models, SweepNet

and OmniMVS will build a cost volume for a fixed number of candidates. This

number is configurable but in order to achieve desired accuracy the value is set at

around 100 or 200. The cost volume is consumed by the downstream part of the

model, typically layers of 3D Convolutional Neural Networks (CNN), and distance

values are estimated. Later, Su, [26] implemented a hierarchical version that makes

distance predictions on different scales, where at each scale, a cost volume is built in

the same way. The above models are trained with a fixed number of cameras and

placement. When the camera layout changes, new training and datasets may be

required.

Two recent works are closely related to our approach. One conducted by Chen,

[4] constructs multiple cost volumes for unsupervised learning. They use feature

variance to compare the cost volumes [36]. Our approach is similar with the difference

being that we handle self-occlusion explicitly. The other is OmniVidar [34], which

turns distance estimation into multiple rounds of binocular stereo estimations. On a

high level, the learning-based part of this approach is camera layout agnostic as long

as we can cover the final by undistorting and rectifying the input fisheye images

along different orientations. However, this process needs to be manually and carefully
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3. Background

designed for every new camera layout. Our model can accommodate camera layout

change through an easier process with fewer manual procedures.

3.4 Current Challenges for Omnidirectional

Depth Estimation

Currently, omnidirectional depth estimation studies typically assumes a fixed camera

confirmation. Their dataset, training procedures, and evaluation benchmarks all

assume this same camera configuration. Without any mitigation, these learning-based

methods fail when presented new camera configurations or are recalibrated. This

rigidity in camera configuration makes current omnidirectional depth estimation

datasets and pretrained models less useful for anything other than validating paper

results.

Additionally, the computational efficiency of current omnidirectional methods are

quite low. As stated, many current learning-based methods make use of a cost-volume

approach that trades computational efficiency for a drastically reduced search space

that relies on chosen guesses at the true depth. Recent studies make architectural

strides to become faster, yet another way to make current methods faster would

be to reduce the number of guesses that are made in the cost volume. There is

currently little to no work on how to choose the hypothetical guesses nor how to

reduce the number of guesses that are needed while maintaining an advantageous

tradeoff between speed and accuracy.
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Chapter 4

Methodology

4.1 Target and Evaluation Configurations

For real-world testing, we use an evaluation board with three fisheye cameras pointed

in the same direction and arranged in a triangular formation as in Fig. 4.1 and the

Figure 4.1: Camera Configuration for the evaluation board. Three fisheye cameras
are mounted pointing upwards in a triangular formation. A LiDAR, unused for this
study, introduces self-occlusions.

13
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training layout in Fig. 5.5. This target configuration enables an aerial robot to have

omnidirectional vision by placing cameras safely on top of its body, e.g. Skydio

2+ Drone. Additionally, this target configuration is especially challenging due to

the fact that image boundary regions from fisheye lenses are extensively used where

good calibration is hard to achieve. We utilize the TartanCalib toolbox to get better

calibration results with the Double Sphere camera model[5][28].

4.2 Model Overview

Figure 4.2: Model Overview. The model takes three fisheye images as input during
training and performs learned feature extraction with a shared feature extractor,
builds a cost volume with spherical sweeping, and regularizes the distance with a 3D
U-Net [31].

Similar to [31], our model builds a cost volume from spherically-sweeping learned

features and then regularizes this cost volume to achieve a probability distribution of

the true distance for each pixel. First, the model takes in three fisheye images during

training. Feature maps are extracted from the images with a shared 2D-convolution

feature extractor. Next, spherical sweeping is employed using a set of distance

candidates to warp the other fisheye images into the reference image frame at the

candidate distance. To aggregate all of the views into C channels, differing from

14
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prior works in omnidirectional vision with fisheye images, one of our model variants

(introduced in Section 5.2) uses feature variance to build the cost volume, similar

to [36]. By using feature variance as opposed to concatenating the feature vectors

together for each pixel for each warped image, the channel dimension is reduced by a

factor of N (number of images). Additionally, because the variance between a set of

vectors results in a same-length vector no matter how many vectors there are from the

input images, the model can explicitly exclude self-occluded pixels while maintaining

the required length of the C dimension. Since the cost volume has one dimension

more than the shape of the extracted 2D features, operations like 3D convolutions

need to be applied. We utilize a 3D U-Net typed regularizer to process the cost

volume into a probability distribution. The probability for each candidate is used in

a weighted sum to regress the distance for each pixel.

4.3 Spherical Sweeping

The process of spherical sweeping is crucial for aligning features between cameras,

thereby building a cost volume that reduces the search space of possible depth

candidates effectively through geometric constraints. If a depth candidate is more

accurate, the projections between cameras will be more geometrically consistent.

Therefore, the spherical sweeping step is essential for unprojecting query images,

rotating or transforming them into the reference image frame, and then projecting

them back onto the reference image plane to check correspondences.

Each depth hypothesis transforms the unit camera array from the unprojection

function into an actual 3D point that is hypothesized to have that depth. Spherical

sweeping poses the question: What if this pixel had this depth? What would the

resulting image look like in the reference image plane? The correct depth allows a

query pixel to overlay onto its corresponding reference pixel almost exactly.

Rather than regressing out a depth, this method projects the query image onto the

reference image plane to test the depth hypothesis. Analogous to plane sweeping used

to test disparity hypotheses in general stereo vision, spherical sweeping must accom-

modate the unique characteristics of fisheye images. Unlike traditional images where

correspondences lie along straight epipolar lines, in fisheye images, correspondences

lie along curved epipolar paths.
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Therefore, a generalized warping operation is required for fisheye images. This

sweeping step sweeps a query image across a series of depth images, warping the

image into multiple possible configurations where the entire image is assumed to be

at a certain depth candidate. This method builds a 3D cost volume, which, when

passed to the cost volume regulator, represents a set of possible resultant images.

The regulator’s task is to propagate information and learn to detect correspondences

across these images, increasing the likelihood of finding correct correspondences at

certain pixels while decreasing it at others if the depth hypothesis is less likely.

The effectiveness of this step in ensuring accurate depth estimations highlights the

necessity of integrating spherical sweeping with cost volume building and regulation

techniques, which may be further detailed in subsections dedicated to cost volume

building and regulation strategies.

4.4 Standard Deviation Cost Volume Aggregation

The use of equirectangular projection results in a region of high distortion at the top

of the projected image. While conventional planar convolution kernels may effectively

extract low-level features (e.g. edges, corners), they will face difficulty with high-level

features (e.g. textures, object features) which appear distorted differently in different

regions of the image. To account for the projection distortion we use a spherical

convolution similar to that described in [13], implemented using the deformable

convolution with fixed precomputed kernel offsets. Our spherical feature extraction

module comprises two ResNet stages of 5 and 10 layers respectively, followed by

a spherical convolution to aggregate high-level features. We show that the use of

spherical convolution improves distance prediction quality in the high distortion

region of the image.

4.5 Geometry-Informed Distance Candidates

Previous work on distance perception commonly used distance candidates spaced

evenly in the inverse distance space (hereinafter named EV ). In the case of plane-

sweeping[36], EV candidates have the property that moving an object between
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consecutive candidates results in a constant pixel displacement of the corresponding

features in feature space.

In the case of sphere-sweeping[15][33], EV candidates generally do not result in

constant feature displacement due to the non-linearity of spherical sweeping. However,

for small camera baselines, they provide a close approximation, as shown in Fig. 4.3.

As previous work on sphere-sweeping has focused on small baseline configurations and

large numbers of candidates[31][32][33], the use of EV candidates caused negligible

impact on performance.

For better efficiency, we propose to use a small number of geometry-informed (GI)

candidates computed for specific camera extrinsics and ensure similar displacement

for each step between distance candidates. As feature position in the projected image

is proportional to the feature ray angle, GI candidates are obtained by developing

distance as a function of ray angle and sampling it with evenly spaced ray angle steps

(see Fig. 4.4). Later in the experiment section, we show that the use of GI candidates

Figure 4.3: GI and EV candidates for different camera spacings. EV candidates
approximate constant feature displacement steps for small spacings (baselines), but
result in highly uneven steps in large spacings. GI candidates generate constant
displacement steps as a function of camera spacing.
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Figure 4.4: Sphere-sweeping geometry. We pick distance candidates that result in
constant steps in ray angle corresponding to constant displacements in the projected
feature.

improves distance prediction accuracy in the cases of large camera spacing and low

candidate count.

4.6 Volume Loss

As seen in previous work [31][34][26], the main loss function of choice for the omni-

directional stereo vision supervised learning problem has been L1 loss on the final

distance map. However, there is a rich amount of information in the cost volume

itself before aggregation. Before linear combination but after softmaxing, the cost

volume represents a probability distribution of which distance candidate is the most

likely to be the true distance. In actuality, this probability distribution should look

like the interpolation between the two closest distance candidates to the true distance

value. Therefore, because the ground truth probability distribution is known and the

softmax’d cost volume represents a predicted probability distribution, a soft cross-

entropy loss function can be used as a more informative loss function [17]. Combined

with the GI distribution described in the previous section, using the volumetric soft

cross-entropy loss leads to accuracy gains.
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4.7 Synthetic Data Pipeline

A synthetic data collection pipeline was developed to produce a state-of-the-art

dataset for training models in omnidirectional stereo vision. The goal was to create a

dataset sufficiently photorealistic to bridge the simulation-to-reality gap effectively

during model inference. Due to the scarcity of fisheye data in existing datasets,

where previous studies often resorted to creating their datasets from lower fidelity

simulations, our approach emphasizes higher scene and condition variety.

The data pipeline was constructed using AirSim and simulated drones within

the Unreal Engine environment, noted for its exceptional fidelity, including realistic

lighting, exposure settings, reflections, and weather effects. These elements contribute

to a dataset that closely mimics real-world conditions, making it valuable for practical

applications.

Camera configurations critical to our studies were not available in existing datasets.

Our pipeline ensures that the camera extrinsics are fixed while allowing flexibility in

Figure 4.5: Our omni-directional stereo vision with fisheye images dataset consists of
about 95K samples from over 60 Unreal Engine 4 high-fidelity simulation environments,
manifested in various scene styles.
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camera intrinsics through the use of cube maps. These cube maps enable users to

configure their fisheye lenses as needed, facilitating future studies involving binocular

and trinocular setups with varied camera configurations.

During data collection, the roll, pitch, and yaw of the simulated drone were

randomized while maintaining the rigid body assumption across all three cameras.

The raw, unprocessed cube maps from data collection allow other researchers to easily

apply different fisheye configurations, enhancing the utility of the dataset for other

studies.

The cube maps were processed into fisheye images using a custom sampler based

on the double-sphere model. This model samples from pinhole cube map images to

generate fisheye images, with intrinsics gathered from real-world calibration results

using our calibration apparatus. Although this method introduced a visible seam

in the fisheye images, it was mitigated by disabling auto-exposure, and did not

significantly impact downstream results, although no comprehensive study on this

effect has been conducted yet. The environments used for data generation were

adapted from the Tartan Air dataset, modified to accommodate our multi-camera

setup.

4.8 Synthetic Dataset Characteristics

One of our model development goals is to deploy models on a camera layout similar

to that shown in Fig. 4.1. This three-camera plenary setup is the minimum to cover

the semi-sphere FOV on top of the plane. This setup also ensures that the robot

body in the middle of the cameras will not block the view of more than two cameras,

making stereo distance estimation possible for all FOV directions. Currently, no such

dataset exists and it motivates us to create a new dataset. In total, 100K samples

were collected from over 65 Unreal Engine 4 simulation environments used in the

collection efforts of TartanAir [30]. This dataset is over 10x larger than any currently

available dataset for omnidirectional stereo vision with fisheye images [31] and is

released for download on our project page. The camera layout is the training layout

in Fig. 5.5. Each sample consists of three RGB-dense distance pairs in fisheye format.

There are a large variety of outside, urban, indoor, and natural environments as

shown in Fig. 4.5.
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Experimental Procedures & Results

5.1 Model Training

5.1.1 Procedures & Data Augmentation

To enhance the robustness of our model and ensure it generalizes well to various

conditions, we employ several preprocessing and data augmentation techniques. These

steps are crucial for improving the model’s performance and reducing overfitting. The

following subsections detail the preprocessing and augmentation methods used in this

study.

5.1.2 Preprocessing

The initial step in our pipeline involves preprocessing the fisheye images. Each image

undergoes several preprocessing steps to ensure consistency and quality across the

dataset. These steps include:

• Normalization: All images are normalized to a standard scale to ensure

uniformity in pixel intensity values.

• Resizing: Images are resized to a fixed resolution to match the input dimensions

required by the model.

• Calibration: Using the TartanCalib toolbox, we calibrate the images with

the Double Sphere camera model to correct any lens distortions and ensure
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accurate geometric representations [5][28].

5.1.3 Data Augmentation

To further improve the generalization capability of our model, we apply several

data augmentation techniques. Data augmentation helps in artificially expanding

the dataset by creating modified versions of the original images. The following

augmentations were applied:

Color Jittering

Color jittering is used to introduce variations in the color properties of the images,

making the model more robust to changes in lighting and color conditions. The

parameters adjusted include brightness, contrast, saturation, and hue. Figure 5.1

Part (b) illustrates the result of applying color jittering to an unaugmented fisheye

image.

(a) (b) (c)

Figure 5.1: (a) Original fisheye image without augmentation. (b) Fisheye image after
color jittering. (c) Fisheye image after color jittering and Gaussian noise.

Gaussian Noise

To simulate sensor noise and make the model more robust to noisy input data, we

add Gaussian noise to the images. This technique helps the model to learn to ignore

noise and focus on the relevant features for distance estimation. The augmented

image after applying Gaussian noise to the color-jittered image is shown in Figure

5.1, Part (c).
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By combining these preprocessing and data augmentation techniques, we ensure

that our model is well-prepared to handle a wide range of real-world conditions,

thereby improving its accuracy and robustness in omnidirectional distance estimation

tasks.

5.1.4 Convergence Results

In this subsection, we analyze the convergence results of different model configurations

through various performance metrics, including L1 Loss, Mean Absolute Error (MAE),

Root Mean Squared Error (RMSE), Structural Similarity Index Metric (SSIM), and

Volumetric Loss. The models compared include G16VV, G16V, G16, and E16, with

G referring to Geometry-Informed distance candidates, E to the standard Even

distribution used in prior works, and the number indicating the number of distance

candidates used. Additionally, G16V employs volumetric loss, and G16VV utilizes

both volumetric loss and masking augmentation.

Figure 5.2: Convergence Results for L1 Loss and Volumetric Loss.

L1 Loss

As shown in Figure 5.2, models G16VV and G16V exhibit the lowest L1 loss values

throughout the training process, indicating superior convergence. G16 also performs

well but slightly lags behind G16VV and G16V. The E16 model has a higher L1 loss

compared to the G16 variants, demonstrating the effectiveness of Geometry-Informed

distance candidates and volumetric loss.
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Volumetric Loss

The volumetric loss, crucial for models incorporating volumetric information, shows

that G16VV and G16V significantly outperform the other models, maintaining lower

volumetric loss values (Figure 5.2). This emphasizes the benefit of volumetric loss

and masking augmentation in these configurations.

Figure 5.3: Performance Metrics for RMSE Error, MAE Error, and SSIM.

Mean Absolute Error (MAE)

In terms of MAE, G16VV and G16V consistently achieve the lowest errors, closely

followed by G16 (Figure 5.3). E16, while performing adequately, shows higher MAE

values, reinforcing the advantages of the Geometry-Informed approach and volumetric

considerations.
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Root Mean Squared Error (RMSE)

Similarly, RMSE results (Figure 5.3) highlight the superior performance of G16VV

and G16V, with G16 being competitive but slightly behind. E16 has higher RMSE

errors, indicating less robust performance in this metric.

Structural Similarity Index Metric (SSIM)

The SSIM values (Figure 5.3) demonstrate that G16VV and G16V achieve the

highest structural similarity with the ground truth, suggesting better quality in the

reconstructed images. G16 also performs well, whereas E16 shows the lowest SSIM

values among the four models.

Overall Comparison

Overall, models G16VV and G16V consistently outperform others across all metrics,

making them the best-performing configurations. The inclusion of volumetric loss and

masking augmentation in G16VV provides an additional edge. G16 remains a strong

contender but falls slightly behind G16VV and G16V. E16, while performing better

than models with fewer candidates or no special augmentations, does not match the

performance of the Geometry-Informed variants.

These results demonstrate the effectiveness of Geometry-Informed distance candi-

dates and the enhancements provided by volumetric loss and masking augmentation,

establishing G16VV and G16V as the top models in our experiments.

5.2 Model Variants and Camera Layouts

We propose that geometry-informed (GI) distance candidates can directly improve dis-

tance estimation. GI candidates can be adapted to most of the MVS-omnidirectional

vision models where a fixed number of candidates are applied. In this work, we use a

set of model variants to show that GI candidates can work well with small candidate

numbers and changes in camera layout.

For a baseline comparison, we build a model for the 3-camera layout shown in

Fig. 4.2 using a similar structure as the OmniMVS model[31], the state-of-the-art
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Figure 5.4: Comparison with synthetically-generated images from the unseen envi-
ronments. a, b: second and third views. c: equirectangular projected reference (first)
view. d, e: outputs of RTSS [15] and G16VV (ours). f: ground truth distance aligned
with the reference view. In scenes with low light, high-frequency features such as
patterns and trees, and thin objects, G16VV is more accurate and it can resolve fine
details.

omnidirectional distance estimator. We then have two simple variants from OmniMVS,

based on EV and GI candidates. We are targeting models with fewer candidates to

have better efficiency. We designate model names E16 and E8 for baseline models with

only 16 and 8 candidates, while G16 and G8 for the GI ones. Using the same naming,

let G16V be the model trained with the volume loss function. Finally, we also apply

the variance cost volume [36] to G16V and get G16VV. One detail about G16VV is

Figure 5.5: Camera layouts in experiments. From left to right: training, testing 1
(same as training), testing 2 (larger spacing, new reference location), testing 3 (larger
spacing, new reference location, and more cameras).
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Figure 5.6: Sample results on real-world data. Model G16VV. Row a-d: distance
estimation, three camera views. Columns: A - Original input image, B - Input image
warped using the predicted distance (Raw a). Purple lines: vertical guidelines. If the
distance prediction is good, then the pixels on the purple line across Column B should
align among Row b-d. Our model trained only on synthetic data evaluated on real
images. The model can be optimized with NVIDIA TensorRT for better inference
speed on real robots.

that when calculating the cost volume, we explicitly handle the self-occlusion from

the robot. This is done by additionally showing the model a binary mask for every

input fisheye image. Such a mask marks non-occluded pixels as valid pixels. When

building the cost volume, a variance value is calculated by only considering visual

features from the non-masked regions. G16VV is smaller than other variants as a

result of using feature variance for building the cost volume. Besides E16 and E8, we

also make compare with the RTSS model [15]. In addition to the original RTSS model

with 32 EV candidates, we also tested RTSS with GI candidates and 16-candidate

variants.

All models are trained on the dataset in Section. 4.8. The distance range is fixed

at 0.5-100m during training. For comparison purposes, all models are trained with

the same fixed learning rate (0.0001) and batch size (16). We reserve some simulation

environments from training and collect ground truth data for evaluation.

Several camera layouts are used in the following experiments. As shown in Fig. 5.5,

all models are trained using the training layout. We test the models on different

layouts representing the change of spacing, number of cameras, and reference location.

A location on the plane is picked as the reference and the true omnidirectional distance

image is generated w.r.t this reference location in the simulator.
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Table 5.1: Comparison using the same camera layout

model
candidates metrics time GPU (MB)
type num MAE RMSE SSIM (ms) start peak

RS-E16 EV 16 0.075 0.129 0.699 146
820 2780

RS-G16 GI 16 0.076 0.129 0.713 140
RS-E32 EV 32 0.053 0.101 0.776 144

1250 5130
RS-G32 GI 32 0.059 0.105 0.777 146

E8 EV 8 0.013 0.032 0.862
65 790 1030

G8 GI 8 0.012 0.029 0.867
E16 EV 16 0.011 0.028 0.876

111 790 1230G16 GI 16 0.010 0.028 0.877
G16V GI 16 0.013 0.028 0.875
G16VV GI 16 0.012 0.028 0.872 114 800 1090

EV : evenly distributed candidates. GI : geometry-informed. RS : the RTSS[15] model.

5.2.1 Evaluation with the Same Camera Layout

We first collected over 1000 samples using testing layout 1 in Fig. 5.5. Model

predictions are compared with ground truth omnidirectional distance images. We use

simple metrics including mean absolute error (MAE), mean root square error (RMSE),

and the Structural Similarity Index (SSIM) as in [15]. All metrics are computed

using the inverse distance (ranging from 0.01 to 2). We use a single NVIDIA V100

GPU for measuring the execution time and GPU memory usage. Several observations

can be made from Table 5.1: 1) with 16 or 8 candidates, a model can have very

competitive efficiency and GPU consumption compared to the real-time baseline

model (RTSS[15], model RS-E16 to RS-G32). 2) GI candidates do not improve the

non-learning baseline model[15] and this is the expected behavior. The baseline’s

performance increases with more candidates. 3) When using very few candidates,

such as E8 and G8, the one that uses GI candidates tends to be better. 4) Upon

proper training, all learning-based models have similar performance with and without

GI candidates, if tested using the same camera layout. Until now, GI candidates

have shown marginal performance gain. However, significant improvement is shown

in the next section where the testing camera layout is different from the training

configuration.

5.2.2 Evaluation with Different Camera Layout

To show the GI candidates’ ability to handle a camera layout that is different from

the training setup, we collect over 100 samples from the evaluation environments
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with larger distances among the cameras, as illustrated in testing layout 2 Fig. 5.5.

For this test, we only use the variants that have 16 candidates. In the tests, we

apply a trained model twice, one with the candidates it was trained on, and the

other with the dedicated new candidates that are calculated concerning the deployed

camera layout (denoted as new in the following table). Table 5.2 shows that the GI

candidates can boost the performance of a trained model when deployed on a camera

layout that has longer displacement than the training data. We also observe from

Table 5.2 that model G16V, which is trained with our volume loss, tends to have

better SSIM values.

Using the G16VV model, since it builds the cost volume with feature variance

across all views, we can demonstrate that using the GI candidates, our model can

also handle the change of camera number. A separate set of over 100 samples is

collected from evaluation environments with four cameras laid out as testing layout

3 in Fig. 5.5. We show a sample result in Fig. 5.7. The quantitative results are

also listed in Table 5.2. G16VV gains better performance from only changing the

Figure 5.7: Sample results of four-camera layout. a: first view. b: second view. c:
camera layout. d: RTSS, e: G16VV w/ training candidates. f: G16VV w/ adjusted
GI candidates calculated w.r.t. camera layout. g: ground truth distance map. h:
ground truth equirectangular image view. When adjusted GI candidates are used,
G16VV is more accurate and resolves more details.
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candidate values without any new training. On the speed side, from 3 cameras to

4 cameras, the processing time of G16VV adds only 6ms while the RTSS model

experiences a 35ms time increase. On the GPU memory side, since the RTSS model

precomputes the best view pairs for every output pixel, its memory does not change.

For G16VV, we observe an increase of about 60M Bytes.

Table 5.2: Comparison using new camera layouts

new
layout

model
candidates metrics
train eval MAE RMSE SSIM

3 cam
1m apart

RS-E32 - EV 0.124 0.217 0.697

E16
EV EV 0.033 0.053 0.768
EV new 0.018 0.037 0.829

G16
GI GI 0.030 0.050 0.786
GI new 0.020 0.039 0.823

G16V
GI GI 0.030 0.048 0.783
GI new 0.020 0.038 0.837

4 cam
1m apart

RS-E32 - EV 0.090 0.147 0.637

G16VV
GI GI 0.024 0.041 0.817
GI new 0.016 0.033 0.860

Candidates type: EV - evenly distributed, GI - geometry informed, new - GI for the
1m spacing. All models are trained with a camera spacing of about 0.3m and tested

with 1m. RS : the RTSS[15] model.

5.3 Deployment & Hardware Acceleration

We deploy the G16VV model on several Nvidia Jetson devices. To leverage the

hardware acceleration capability, we convert the entire model using TensorRT. We

demonstrate that our optimized model is capable of achieving more than 10Hz

on AGX Orin as shown in Table 5.3. All the deployed models (and intermediate,

hardware-independent models) are available on the project website.
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Table 5.3: Inference memory and time of accelerated models.

architecture GPU
inference

time (ms) mem. (MB)

x86-64
RTX3080Ti 11 710
GTX1070MQ 210 800

NVIDIA Jetson
AGX Xavier 200 600
Xavier NX 270 1800
AGX Orin 65 1900

Original model: G16VV. The inference time and memory consumption are measured
across 100 consecutive runs. The entire model is accelerated by TensorRT and all the

models are available from the project website.
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Chapter 6

Conclusions

6.1 Released Materials

This work introduces Geometry-Informed (GI) distance candidate selection for omni-

directional vision models. GI candidate approximate constant feature displacement

between distance candidates. Additionally, GI candidates give the model extra flexi-

bility after training: camera spacings (stereo baselines) can be adjusted after training

without fine-tuning while maintaining good performance. We develop a set of models

with our improvements and compare them against available state-of-the-art baseline

models and show accuracy, speed, and memory consumption improvements. We also

show that our model, only trained on synthetic data, produces reasonable distance

estimations in the real world. Lastly, we release several model variants and our

dataset for the use by the community.

6.2 Limitations

While our model demonstrates significant advancements in omnidirectional stereo

vision, several limitations have been identified that warrant further investigation and

improvement:
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Need for Rotation Invariant Features

One of the primary limitations of our current model is its sensitivity to the orientation

of objects in the scene. The model’s performance degrades significantly when the

orientation of the cameras change. This issue arises because the feature extraction

process is not rotation invariant. We have not yet attempted data augmentation

techniques or more advanced feature extraction algorithms to address this problem.

Potential solutions could include pre-warping the RGB images so that everything is

already aligned before being fed into the cost volume, or using advanced architectures

like vision transformers that can learn rotation-independent features.

Configuration-Agnostic Evaluation Techniques

Our model was specifically trained and evaluated using a three-camera front-facing

configuration. Prior studies have used outward-facing cameras. We did not test

other configurations due to the high cost of data collection for new physical camera

setups. However, it would be beneficial to develop evaluation methods and model

architectures that can accept various camera configurations. This would allow a

model trained on one dataset with a specific configuration to be evaluated on different

configurations without significant performance loss.

Ghost Points

Ghost points occur most frequently at the boundaries of objects, especially sharp and

straight ones. While the depth image may look fine from a 2D perspective, projecting

it outwards reveals issues. Slight fading at the edges causes ghost points, which

significantly impact mapping efforts. These erroneous points are due to the smearing

of edges into 3D space caused by slight changes in occlusions from different viewing

angles. Addressing this limitation will require refining the model’s ability to handle

edge information more robustly.

Thin Objects

Our model struggles with accurately detecting and estimating distances to thin objects

such as wires, thin beams, guardrails, and long poles. These objects pose a challenge
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due to their minimal pixel area, which makes it difficult to find correspondences

necessary for depth prediction. The cost volume approach relies on significant overlap

of objects for accurate predictions, and thin objects inherently lack sufficient overlap.

Enhancing the model’s capability to handle thin objects will require improvements in

both feature extraction and depth estimation algorithms.

6.3 Future Work

Addressing these limitations will be crucial for the continued development and

refinement of our omnidirectional stereo vision model. Future work should focus on:

• Developing rotation-invariant feature extraction techniques to improve robust-

ness to object orientation.

• Creating configuration-agnostic evaluation methods to ensure consistent perfor-

mance assessment across various camera setups.

• Refining prediction algorithms to minimize the occurrence of ghost points and

enhance overall accuracy.

• Enhancing the model’s ability to detect and estimate distances to thin objects

through improved feature extraction and depth estimation methods.

These efforts will help advance the field of omnidirectional stereo vision and

contribute to the development of more reliable and accurate models for real-world

applications.
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Chapter 7

Introduction

With the advent of deep learning, artificial intelligence agents have been able to

achieve superhuman-level performance at playing classical strategic games such as

chess, Go, and Starcraft [22, 29]. This development marks a step-change in an agent’s

ability to plan longer-horizon tasks to achieve a competitive goal against an intelligent

opponent with potentially unseen strategies.

The overarching framework and family of learning algorithms used to train agents

to this level of performance is called reinforcement learning (RL) [2]. Rather than

using a dataset of inputs and ground truth outputs, RL relies on an environment,

the resulting state changes that an environment goes through based on an agent’s

actions, and a reward function that rewards or penalizes agents based on the current

state of the environment. Through this framework, an agent can learn based off of

experience. Agents learn to maximize the reward based on a learned policy. With

deep learning, neural networks became the approximator of this learned policy with

great success [16, 22].

However, one of the overarching problems in RL is the credit assignment problem

for long-horizon tasks [19]. When an agent is asked to learn a task, the learning

goal of the agent is to find a sequence of actions that results in the highest reward.

However, if an agent cannot determine which action(s) led to the high reward, it

becomes hard to learn to perform the task well. The credit assignment problem can

become a problem when an environment’s reward function is sparse, or when a useful

reward signal is very infrequently given to the agent. For example, take an agent

39



7. Introduction

that needs to move a block onto a dot on the floor. Reward sparcity would happen if

an agent only receives reward when a block is placed in a specific location. When

the block is not in that location, no useful feedback is given to the agent. However,

if reward is given proportionally to the negative distance from the goal, the agent

will gain useful feedback every episode and learn that the maximum reward can be

achieved by placing the block on the dot.

In competitive strategic games, where the whole game is centered around achieving

a single long-term objective, sparse rewards become a large problem. Agents have to

learn to achieve a small subset of victory objectives, even at the cost of short-term

victories or sacrifices. Teaching delayed gratification with no feedback on if that

action is useful in the moment leads RL agents in strategic games to be strongly

affected by the credit assignment problem. There might even be misleading secondary

reward objectives that are still important such as victory while maintaining the

highest total health. These secondary objectives may lead agents to becoming stuck

in local minima, unwilling to sacrifice health for a high-reward objective that is never

achieved because an agent is unwilling and unable to organize it’s behavior long

enough to reach it.

In this project, a complex competitive strategy game is developed with rule-sets

of varying complexity. In all of the rule-sets, there are two teams with a set of units

that can move and attack over units. Players win the game by eliminating all of

the enemy’s units. There are different types of units that have various movement

budgets, health amounts, and attack values that naturally specialize the units to be

better at different strategic roles. The goal of the project is to show that RL agents

can win at this game and explore the capability of an agent to use tactics against

a heuristic agent to win. Tactics are defined by this project as the agent having an

obvious intention behind the decision to move units for the purpose of obtaining an

advantage in the game. Lastly, this project also performs a hyperparameter study

to show the effect of various hyperparameters on the performance of the Proximal

Policy Optimization (PPO) algorithm and the policy network.
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Chapter 8

Background

8.1 Reinforcement Learning

8.1.1 The Framework

Reinforcement Learning (RL) represents a unique branch of machine learning where

an agent learns to make decisions through interactions with a dynamic environment.

Unlike in supervised or unsupervised learning paradigms, reinforcement learning does

not involve direct feedback on the agent’s actions. Instead, learning is driven by

rewards that provide signals about the effectiveness of the actions taken [2].

Defining the Components of RL

The reinforcement learning process involves several key components: an agent has a

policy π(a|s) that produces actions a based on the current state s; the environment

is the world through which the agent interacts and from which it receives feedback;

a reward r is the immediate feedback given by the environment in response to an

action.

At each discrete time step t, the agent receives the current state st from the

environment, selects an action at, and receives a reward rt. The environment then

transitions to a new state st+1, according to a transition function T (s, a) that models

the dynamics of the environment.

41



8. Background

The Objective of Reinforcement Learning

The primary objective in reinforcement learning is for the agent to discover a policy

that maximizes the cumulative reward it receives over time [2]. This goal is often

formulated as maximizing the expected return, where the return, Gt, is defined as

the sum of discounted rewards:

Gt =
∞∑
k=0

γkrt+k+1

The discount factor γ, a value between 0 and 1, moderates the importance placed on

future rewards relative to immediate rewards. A lower γ results in a myopic agent

that prioritizes immediate rewards, whereas a higher γ encourages consideration of

long-term benefits.

Markov Decision Processes and Partially Observable MDPs

Reinforcement learning problems are often modeled as Markov Decision Processes

(MDPs), providing a mathematical framework for decision-making where outcomes

are partly random and partly under the control of a decision-maker. The formal

definition of an MDP is given by:

(S,A, T,R, γ)

where S is the set of all states, A is the set of all actions, T is the transition

function present in the environment, R is the reward function, and γ is the discount

factor.

In this framework, T (s′|s, a) describes the probability of transitioning to state s′

from state s given action a, and R(s, a) assigns a scalar feedback signal to each action

taken in a specific state. These components define the dynamics and the rewards of

the environment, guiding the learning process of the agent [2].

However, in many real-world scenarios, the agent cannot fully observe the current

state of the environment. These situations are modeled as Partially Observable Markov

Decision Processes (POMDPs), which extend MDPs by incorporating observations

that provide partial information about the state. In a POMDP, the decision-making
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process must account for uncertainty in state information, making it significantly

more complex but also more applicable to realistic environments.

Given the framework, the next step is is to define an algorithm that updates a

policy in response to the reward signal such that the policy learns the maximize the

expected reward. The following sections introduce a specific family of policy update

methods, called Policy Gradient Optimization, setting the stage for more detailed

discussions on specific algorithms and their applications in complex environments.

8.1.2 Policy Gradient Methods

Policy Gradient Methods constitute a class of algorithms in reinforcement learning

that optimize the policy directly [14]. This approach contrasts with value-based

methods, which estimate a value function and derive a policy indirectly. Policy

gradient methods adjust the policy parameters θ through gradient ascent, aiming to

maximize the expected return, thus providing a direct method of policy optimization.

Introduction to Policy Gradients

The foundation of policy gradient methods lies in the concept of gradient ascent on

the expected return. The policy, denoted by πθ, where θ represents the parameters of

the policy, is optimized to maximize the expected return from the start distribution.

This expected return, denoted as J(θ), is defined as:

J(θ) = Eτ∼πθ
[R(τ)]

Here, R(τ) represents the total reward received over a trajectory τ , and the expectation

is taken over the distribution of trajectories generated by the policy πθ.

Deriving the Policy Gradient

To optimize the policy, we need to compute the gradient of J(θ) with respect to the

policy parameters θ. This gradient, known as the policy gradient, is derived using

the likelihood ratio trick combined with the law of the unconscious statistician. The
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resulting gradient expression is:

∇θJ(θ) = Eτ∼πθ

[
T∑
t=0

∇θ log πθ(at|st)Qt

]

where Qt is the quality function, representing the return from time t onward. This

formula implies that the updates to the policy parameters are proportional to the

product of the gradient of the policy’s log-probability and the return. This relationship

encourages the increase in the probability of actions that lead to higher returns.

Advantages of Policy Gradient Methods

Policy gradient methods are advantageous due to their direct approach to optimizing

the policy, which can be particularly effective in environments with high-dimensional or

continuous action spaces. They naturally integrate the exploration through stochastic

policies, as the policy can suggest a range of actions with varying probabilities.

Additionally, these methods are theoretically guaranteed to converge to a local

maximum or a saddle point of the policy performance function [14]

Challenges in Policy Gradient Methods

Despite their advantages, policy gradient methods face several challenges. The

gradient estimates can have high variance, which can lead to inefficient learning and

high data requirements. These methods are typically less sample efficient compared

to value-based methods and are often sensitive to the initial conditions and the choice

of hyperparameters.

Variance Reduction Techniques

To address the issue of high variance in policy gradient estimates, several techniques

can be employed. One common approach is to subtract a baseline from the returns,

which reduces the variance of the gradient estimates without introducing bias. This

technique involves modifying the gradient formula to:

∇θJ(θ) = Eτ∼πθ

[
T∑
t=0

(∇θ log πθ(at|st)(Qt − b(st)))

]
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where b(st) is a baseline value, typically chosen as the state value V (st). When

b(st) = V (st), note that (Qt − Vt) is also called the advantage function, At. The

advantage function represents the ”relative goodness” of an action as compared to

other actions. This is often easier to learn or estimate as the absolute reward is not

needed and only a relative value needs to be learned.

Another approach is the use of actor-critic methods, where the policy gradient is

combined with value function approximation to stabilize the training process.

This section has elaborated on the theoretical underpinnings and practical aspects

of policy gradient methods, setting the stage for the specific enhancements introduced

by Proximal Policy Optimization in the subsequent sections.

8.1.3 Proximal Policy Optimization

Proximal Policy Optimization (PPO) represents a significant advancement in the

family of policy gradient methods, developed to address specific inefficiencies and

performance issues inherent in earlier methods [24]. This section traces the develop-

ment from early policy gradient methods to PPO, highlighting its operational and

strategic improvements over its predecessors.

Limitations of Early Policy Gradient Methods

Early policy gradient methods, while foundational in developing RL strategies that

optimize policy directly, often suffered from high variance in gradient estimates

and were sensitive to the step size used during learning. The performance of these

algorithms could drastically vary with slight changes in policy, leading to potentially

unstable training processes.

Introduction of Trust Region Policy Optimization

To mitigate the instability issues observed in early policy gradient methods, Trust

Region Policy Optimization (TRPO) was introduced [23]. TRPO aims to make robust

updates by limiting the changes to the policy at each step, thereby ensuring that

the new policy is not too far from the old policy. It achieves this by optimizing the

policy within a trust region, preventing large updates that could lead to performance
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collapse. The TRPO optimization problem is formulated as:

max
θ

Eτ∼πθold

[
πθ(at|st)
πθold(at|st)

Aπθold (st, at)

]
subject to

Es∼πθold
[DKL(πθold(·|s) ∥ πθ(·|s))] ≤ δ

However, TRPO’s reliance on solving complex constrained optimization problems

made it computationally intensive and difficult to scale.

Proximal Policy Optimization

PPO was developed as a response to the computational challenges of TRPO, sim-

plifying the approach to policy optimization while retaining the core idea of trust

regions [24]. PPO modifies the optimization strategy by using a clipped surrogate

objective function, which avoids the need for solving the constrained optimization

problem. The PPO objective is defined as:

LCLIP (θ) = Et [min (rt(θ)At, clip(rt(θ), 1− ϵ, 1 + ϵ)At)]

Here, rt(θ) =
πθ(at|st)

πθold
(at|st) represents the probability ratio, and ϵ is a small hyperparam-

eter that controls the extent of clipping, thus indirectly controlling the size of the

policy update.

PPO offers several advantages over its predecessors, including TRPO. It simplifies

the implementation by eliminating the need for complex second-order optimization

methods, making it more computationally efficient and easier to tune. This efficiency

does not come at the cost of performance, as PPO has been shown to perform

competitively on a wide range of tasks, from playing games to controlling robots. Its

ability to balance exploration and exploitation effectively, coupled with its robustness

to hyperparameter settings, makes PPO a popular choice among researchers and

practitioners in the field of reinforcement learning.

This section delineates the evolutionary path from earlier policy gradient methods

to PPO, emphasizing the methodological enhancements that PPO brings to the

field of reinforcement learning, particularly in terms of computational efficiency and
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training stability.

8.2 Strategic Games

Strategic games in the context of this thesis refer to those that require long-horizon

planning and involve tactics aimed at achieving a broader, theatre-level objective.

Such games often incorporate complex, multi-step processes where each action taken

by a player can significantly influence future states and outcomes. The strategic

nature of these games arises from the need for fine-grained control over the game

state, where players must devise and execute long-term strategies rather than focusing

solely on immediate rewards.

8.2.1 Characteristics of Strategic Games

In strategic games, players are often required to manage resources, plan their moves in

phases, and anticipate the actions of their opponents. These games typically feature:

• Long-term planning and reward structures.

• Multiple phases within a single turn, allowing for a series of actions before the

opponent can respond.

• A dynamic action space where available actions may change depending on the

state of the game.

Such characteristics demand that players not only react to immediate opportunities

but also plan for future advantages, making the gameplay both challenging and rich

in strategic depth.

8.2.2 Multiphasic Games

Multiphasic games are characterized by having multiple phases within a single turn.

During each phase, a player can execute a subset of actions, after which the opponent

has a chance to respond with their own set of actions. This structure introduces

a complex layer of strategic depth as decisions made in one phase can significantly

impact the outcomes of subsequent phases.
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Challenges in Multiphasic Games

One of the primary challenges in multiphasic games is the credit assignment problem.

Since certain actions do not directly result in rewards but influence the outcomes

of later phases, it becomes difficult to accurately assess the value of each action.

This indirect reward structure requires sophisticated strategies and planning, as

players must evaluate actions not only based on immediate outcomes but also on

their potential future benefits.

Example and Analysis

A typical example of a multiphasic game could involve a strategy game where players

first deploy units, then move them, and finally engage in combat. Actions taken

during the deployment and movement phases might not yield immediate rewards but

are crucial for positioning and gaining tactical advantages in the combat phase.

8.2.3 Variable Action Spaces

In many strategic games, the set of actions available to a player can change based on

the state of the game. This variable action space introduces additional complexity, as

the strategy must adapt to the evolving set of possibilities.

Challenges with Variable Action Spaces

Handling variable action spaces effectively is a significant challenge. It requires

the game AI to be flexible and context-aware, capable of dynamically adjusting its

strategy based on the available actions. This is particularly difficult when the action

space not only changes size but also varies significantly in terms of the types of actions

available.

Pointer Networks in Game AI

To address the challenges of variable action spaces, techniques like pointer networks are

employed. Pointer networks are a type of neural network that can learn the conditional

probability of an output sequence with elements that are discrete tokens corresponding

to positions in an input sequence. In the context of games like AlphaStar, pointer
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networks allow the AI to select actions from a dynamically changing set based on the

state of the game.

These sections outline the critical elements and challenges of strategic games that

feature multiphasic turns and variable action spaces. Understanding these aspects

is crucial for appreciating the advanced AI strategies discussed in the subsequent

chapters of this thesis.

8.3 Prior Works

8.3.1 AlphaStar

Background, Overview, and Key Features

AlphaStar, developed by DeepMind, achieved Grandmaster status in StarCraft II,

showcasing advanced reinforcement learning capabilities in dynamic, strategic environ-

ments [29]. The AI uses a multi-agent reinforcement learning framework, employing

diverse strategies and managing complex state and action spaces. A notable feature

is the use of pointer networks, which help in managing the variable action spaces by

effectively mapping game state inputs to action outputs.

Reinforcement Learning Techniques and Strategic Implications

AlphaStar extensively uses policy gradient methods, particularly Proximal Policy

Optimization (PPO), to optimize strategies within the game’s intricate dynamics. It

combines supervised learning from human game replays and reinforcement learning

from agent-versus-agent games, mastering strategic interactions. The AI’s gameplay

involves critical decision-making in resource management and tactical combat under

partial information, illustrating the potential of reinforcement learning in strategic

applications.

Strategic Implications and Mechanics

AlphaStar’s strategic gameplay involves managing economies, expanding territories,

and conducting warfare with meticulously planned strategies that evolve in response

to the opponent’s tactics. The use of pointer networks enables the AI to select
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from a diverse set of possible actions dynamically, adapting to changes in the game

state seamlessly. This strategic depth requires the AI to balance short-term tactical

decisions with long-term strategic goals, a challenge that AlphaStar manages with

notable proficiency.

8.3.2 CivRealms

Concept, Significance, and Features

CivRealms serves as a simulated platform to study AI behavior in multi-agent envi-

ronments that simulate complex, real-world strategic interactions [20]. It challenges

AIs with features like partial observability and non-deterministic outcomes, providing

a rich environment for testing diverse strategic models. CivRealms supports experi-

ments in cooperative and competitive strategies, offering a flexible rule system that

mimics various strategic game dynamics.

Reinforcement Learning Applications and Strategic Dynamics

In CivRealms, AIs are tested against evolving game dynamics and player strategies,

where pointer networks are employed to handle dynamically changing action spaces.

The environment facilitates deep strategic planning, including alliance formation and

conflict resolution, requiring AIs to adapt their strategies continuously, mirroring the

strategic thinking needed in human interactions.

Strategic Implications and Mechanics

The gameplay in CivRealms requires a deep understanding of multi-agent dynamics

and the ability to predict and counteract the strategies of other players. Strategic

implications in CivRealms involve navigating complex scenarios such as resource

management, diplomatic engagements, and tactical conflicts, all managed through

the AI’s capability to process and react to partial information about the game state

and other players’ actions. This complex interaction model tests the limits of current

AI technology, particularly in understanding and manipulating open-ended strategic

environments.
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Methodology

9.1 Game Rules and Environment

This section discusses the mechanics of the game environment and how these give

rise to various tactics that reinforcement learning agents adopt. Certain mechanics

within the game lead to more complex behaviors in reinforcement learning agents.

For example, partial observability necessitates that agents learn to infer the positions

of enemy agents. Mechanics such as flanking bonuses for adjacent units encour-

age reinforcement learning agents to organize units into formations, enhancing the

effectiveness of encounters.

Another aspect considered is the impact of environmental complexity on learning.

Simpler environments allow for the study of basic agent behaviors, while more complex

rules and larger environments explore the effects on an agent’s learning rate and

capability [20].

A distinction is made between two types of worlds: a grid world and a hexagonal

world. Each world have similarities and differences in their rulesets and served different

purposes in the development of this project. The similarities of each environment are

discussed below and the differences are discussed in each worlds’ subsections.
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Figure 9.1: a) Example of Grid World Map, b) Diagram of Avenues-of-attack (AOA)
between hex and grid map types, c) Example of Hex World Map

Units

In terms of unit types, there are knights, cavalry, and spearmen. Spearmen, although

weaker with lower health and combat values, can still play a strategic role. Each team

also has two cavalry units with greater movement, attack, and health capabilities

but lesser than the single knight which boasts the highest combat effectiveness but

limited movement.

Phases

The game phases include a ’reveal phase’ where players can expose enemy units across

the map, critical for initiating attacks during the subsequent ’combat phase’. The

effectiveness of these phases in terms of strategic gameplay and learning outcomes

forms a crucial part of the study.

9.1.1 Grid World and Simpler Rules

Both worlds differ in rules: the grid world operates under simpler rules without terrain-

based bonuses or penalties, while the hexagonal world incorporates varied movement

costs and terrain effects for three types of units: light, heavy, and motorized. These

distinctions further complicate the learning environment and strategic possibilities.
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In the grid world, agents can attack from four directions, which allows a maximum

of four units to coordinate an attack on a single unit. Conversely, in the hexagonal

world, the potential for flanking is increased, with six directions available for attack,

allowing up to six units to simultaneously target a single unit.

The study also contrasts a small 5x5 grid world where enemy units are positioned

on opposite sides, with a larger 20x20 grid world where enemies are clustered. This

setup is used to investigate the effects of environmental size on strategic options and

agent learning.

In the small grid world, the setup serves as a proof of concept to demonstrate

that a reinforcement learning (RL) agent can consistently win against heuristic policy

agents. The small, simplified environment facilitates easier learning and strategic

execution by the RL agent.

In the larger grid world, agents are placed in clusters significantly far from each

other, enhancing the complexity of strategic maneuvers and learning. This setup is

intended to test the RL agents’ ability to adapt to and navigate larger, more complex

environments effectively.

9.2 Training Loop Overview

The policy was trained using Proximal Policy Optimization (PPO) and managed

through StableBaselines3 and the PettingZoo multi-agent reinforcement learning

environment library [21, 24, 27]]. The training loop was designed to end either when

1024 in-game turns, or 512 full turns, had been completed by the agent, or when

victory conditions were met—these were defined as one team completely routing the

enemy’s units to zero health and thereby removing them from the game board.

The training process was executed over increments of 10 million steps to verify

convergence, extending up to between 100 million and 500 million steps to explore

the effects of long-term convergence. During training, the agents’ units were vector-

ized across 32 CPUs to manage a rollout buffer size that varied across a range of

parameters. This intensive setup facilitated the detailed study of training procedures

and hyperparameter impacts on performance, which could potentially be discussed

further in sections dedicated to experimental setups or hyperparameter studies.
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Chapter 10

Experimental Procedure & Results

10.1 Hyperparameter Study

The hyperparameter study was conducted to systematically explore the impact of

various hyperparameters on the performance of reinforcement learning agents within

the grid world environment using Optuna, Stablebaselines3, and PettingZoo [1, 21, 27].

Over the course of 286 trials, different configurations were tested to optimize the

model’s ability to navigate and solve tasks effectively.

Figure 10.1: Cumulative Success Probability CDF. The probability of an agent
winning across the entire hyperparameter study was 70.73%.
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The primary objective of this study was to identify the optimal settings for key

parameters, including the number of layers, layer sizes, learning rates, gamma values,

batch sizes, and the number of steps per update. By varying these parameters, we

aimed to understand their individual and collective effects on the model’s training

efficiency and overall performance.

The cumulative success probability CDF indicated that the agents had a 70.73%

chance of achieving a positive outcome, demonstrating the robustness of the model

under optimal conditions. This high success rate underscores the efficacy of the

selected hyperparameter ranges and their tuning.

Figure 10.2: Hyperparameter Optimization Over Trials. 286 Trials were conducted.

Throughout the trials, it became evident that certain hyperparameters had a more

pronounced impact on the learning outcomes. For instance, variations in the learning

rate and batch size significantly influenced the stability and speed of convergence.

Higher learning rates facilitated faster learning but sometimes led to instability, while

lower rates provided more stable but slower improvements.
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Table 10.1: Hyperparameter Choices for Tuning

Parameter Choices

Layers 2, 3, 4
Layer Size 64, 128, 256
Learning Rate 1× 10−4, 3× 10−4, 1× 10−3

Gamma 0.9, 0.99, 0.999
Batch Size 64, 512, 2048
N Steps 64, 128

The table above summarizes the range of hyperparameters explored. Each pa-

rameter was selected based on its potential to influence the agent’s learning process

and performance. This systematic approach allowed for a detailed analysis of how

different settings affected the agent’s ability to learn and adapt within the grid world

environment.

Figure 10.3: Left: Objective values for different batch sizes. Middle: Impact of layer
sizes on performance. Right: Effectiveness of different numbers of steps.

Figure 10.4: Left: Learning rate optimization results. Middle: Performance across
different layer counts. Right: Gamma parameter adjustments and outcomes.

The results of the hyperparameter tuning provided valuable insights into how

different configurations can enhance the agent’s performance. For instance, larger

batch sizes generally resulted in more stable learning, while smaller batch sizes

sometimes led to faster but more volatile improvements. Similarly, the number of

layers and layer sizes had a significant impact on the model’s capacity to generalize

and learn complex strategies.
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The variation in gamma values highlighted the importance of the discount factor

in shaping the agent’s long-term strategy. Higher gamma values generally promoted

long-term planning and more cautious strategies, while lower values encouraged more

immediate, aggressive actions [19].

In summary, the hyperparameter study was crucial in refining the model’s archi-

tecture and training process. By systematically exploring a wide range of parameter

settings, we were able to identify configurations that significantly improved the agent’s

performance in the grid world environment. These findings not only enhanced our

understanding of the model’s learning dynamics but also provided a robust foundation

for future research and application in more complex environments.

10.2 Training Results

The training process involved extensive hyperparameter tuning and performance

evaluation to optimize the reinforcement learning agents within the grid world

environment. This section details the key findings and insights drawn from the

training results, highlighting the impact of different hyperparameter settings on

model performance.

Overall Performance

The cumulative success probability, as illustrated in Figure 10.1, shows that the agents

had a 70.73% chance of achieving a positive outcome across the entire hyperparameter

study. This high success rate underscores the efficacy of the chosen hyperparameter

ranges and their tuning, indicating that the agents were generally robust and adaptable

to the grid world environment.

The hyperparameter optimization over 286 trials, shown in Figure 10.2, revealed

significant variability in the performance outcomes based on different hyperparameter

configurations. Notably, the models’ performance varied greatly with changes in

batch size, gamma, layer size, number of layers, learning rate, and number of steps.

Analysis of the hyperparameters revealed clear distinctions between well-performing

and poorly-performing models. Consistency and balanced hyperparameter settings

were crucial for optimal model performance, as demonstrated by the well-performing
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Table 10.2: Common Hyperparameter Settings for Different Model Performances

Hyperparameter Best Models Average Models Poor Models

Batch Size 512 64, 512 64, 2048
Gamma 0.999 0.999 0.990, 0.999
Layer Size 256 64, 256 64, 128
Number of Layers 3 2, 3 3, 4
Learning Rate 0.0003 0.0003, 0.0010 0.0001, 0.0010
Number of Steps 128 64, 128 128

models which maintained consistent settings across trials.

Insights from Training Dynamics

The training dynamics illustrated by the mean reward, health metrics, and win rates

over time provide additional insights into the agents’ learning process.

Figure 10.5: Y-axis: Mean Reward Value, X-axis: Training timesteps. Mean reward
over time for different hyperparameter configurations. The yellow series represents
the three best models, the blue series represents the three worst models, and the
green series represents the three models closest to the average objective value.
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Well-performing models consistently showed a rising trend in mean rewards,

indicating effective learning and strategy optimization. In contrast, poorly-performing

models exhibited flat or declining mean rewards, reflecting poor learning dynamics.

Figure 10.6: Left: Average health over training timesteps for the red team. Right:
Average health over training timesteps for the blue team.

The health metrics for the red and blue teams highlight the resilience and strategic

effectiveness of the agents. Well-performing models maintained higher and more

stable health levels, particularly for the red team, indicating robust strategies and

effective unit management.

Figure 10.7: Mean win rates over training timesteps for different hyperparameter
configurations. Agents are evaluated across 100 episodes. Left) Rate at which the
agent draws, Center) Rate at which blue successfully wins the episode, Right) Rate
at which the red heuristic agent wins the episode.

The win rate graphic further supports these findings, showing that well-performing

models had higher and more consistent win rates compared to poorly-performing

models.
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10.3 Example of Learned Strategies

(a) (b) (c)

Figure 10.8: Examples of learned strategies: (a) Surrounding strategy where units
surround the enemy from multiple directions, (b) Flanking strategy exploiting heuristic
vulnerabilities, (c) Kiting strategy where units attack from a distance and then retreat
to avoid retaliation.

This section provides a qualitative analysis of various tactics employed by the

model to outmaneuver a heuristic policy. Demonstrated strategies include flanking, the

exploitation of heuristic vulnerabilities, and a maneuver known as kiting. Additionally,

the strategic exclusion of weaker units, such as spearmen, is employed to preserve

them from direct confrontations.

These tactics seem to be effective in smaller environments to gain advantages

after encounters end and also scale to larger ones.

In expanded spaces, units adopt hit-and-run tactics and exploit the heuristic

policy’s tendency to move towards the nearest enemy unit, effectively stalling them.

This occasionally results in a draw, which, while sub-optimal, is recognized as an

interesting adaptive behavior by the learned agent.

This adaptive strategy has prompted the integration of a reward term at the end

of games, hypothesized to mitigate such stalling tactics and encourage more decisive

outcomes. The use of visual aids in this subsection highlights the practical application

and effectiveness of learned strategies in various environmental contexts.
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Conclusions

The hyperparameter study provided valuable insights into the impact of different

settings on the performance and learning dynamics of reinforcement learning agents.

Consistent and well-balanced hyperparameters, such as those used by the well-

performing models, led to superior performance, effective strategy formulation, and

robust learning. In contrast, high variability and extreme settings resulted in subop-

timal performance, highlighting the importance of careful hyperparameter tuning in

reinforcement learning.

The findings from this study will guide future research and application of rein-

forcement learning models in more complex environments, ensuring that optimal

hyperparameter configurations are used to achieve the best possible outcomes.

11.1 Limitations

Overfitting to One Scenario

The models developed and trained in this study may have overfitted to the specific

grid world scenario used during training. Although the hyperparameter tuning

aimed to find robust configurations, the agents’ performance in different scenarios or

environments with varying rules and complexities was not evaluated.
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11. Conclusions

Simple Rules, Small Strategy Space

The environments used in this study featured relatively simple rules and a small

strategy space. While this allowed for effective learning and strategy development,

it also limited the agents’ ability to generalize to more complex environments with

richer strategic possibilities.

11.2 Future Work

Better Architectures

Future research should explore more advanced neural network architectures that can

better capture the complexity of strategic decision-making in varied environments.

This could include deeper networks, attention mechanisms, or architectures designed

specifically for sequential decision-making.

Large Language Model (LLM) Guided Play

Integrating large language models (LLMs) to guide reinforcement learning agents

could enhance their strategic understanding and decision-making capabilities. LLMs

can provide contextual insights and high-level strategies that complement the agents’

learning from environment interactions.

More Complex Game Mechanics

Expanding the game mechanics to include more complex rules, varied terrain types,

and additional unit types will provide a richer environment for training and evaluating

reinforcement learning agents. This can help in understanding how agents adapt to

and learn in more intricate strategic scenarios.
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