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Abstract

In the field of human-robot interaction (HRI), integration of robots into
social settings, such as healthcare and education, is gaining traction.
Robots that provide individualized support to improve human perfor-
mance and subjective experience will generally be more successful in these
domains. Robots should personalize their interactions, be aware of the
contextual nuances surrounding their behavior, and effectively understand
and generate nonverbal cues (as humans’ perceptions and responses are
heavily influenced by nonverbal behavior). They should also consider
factors such as personality traits, the physical environment, and emotional
states to provide tailored, context-aware assistance and support during the
interactions. This thesis explores personalized context-aware multimodal
robot feedback, focusing on affective nonverbal behavior.

We first consider the problem of estimating context, specifically modeling
key aspects of the human state. We predict engagement-related events
in an educational activity before the end of that activity, which could
allow the robot to provide feedback early enough to improve the human’s
experience. We then explore generating nonverbal affective robot behavior
by correlating a simulated robot’s movements with displayed emotion. We
develop a user study to show that matching the robot’s conveyed emotion
with a matching affective movement has a positive impact on the human’s
performance in a sorting game. Next we design a physical robot exercise
coach as a platform where we can estimate context (exercise performance,
fatigue level, etc.). With a user study, we examine the changes in human
perception of and performances with different robot feedback styles. This
provides us a basis on which to begin tailoring feedback styles to the
individual. Finally, we develop a personalized context-aware robot using a
contextual bandit approach to dynamically adapt the robot’s feedback
style to optimize the human’s performance, learning over time which style
to use and when. This brings together all the work presented in this
thesis and aims to create a holistic framework for generating personalized
context-aware multimodal feedback that positively impacts the interaction
with the human.
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INTRODUCTION

The field of human-robot interaction (HRI) aims to create robots that integrate into
human social settings. Robots are becoming prevalent in a variety of domains, moving
from controlled factories to more complex environments such as healthcare, education,
and our homes. In these domains, it is increasingly crucial for robots to personalize
their interactions, be aware of the contextual nuances surrounding their behavior, and
effectively utilize nonverbal communication cues. Failure to personalize interactions
and instead rely on a one-size-fits-all strategy can lead to missed opportunities to

improve individual performance and experiences based on preferences and context.

Personalized context-aware multimodal feedback focuses on tailoring the robot’s
responses and expressions to individual users’ preferences while considering the
dynamic context that shapes the way humans interact. We specifically focus on
affective, or emotional nonverbal feedback, as we see potential for robots to convey

emotions nonverbally, in a context-aware fashion, to influence humans.

When humans interact, they adapt to each other and consider the preferences,
requirements, and capabilities of each other, and when robots interact with humans,
they should endeavor to do the same. Robots that personalize their behavior have
great potential in many applications, including educational robots that provide
individualized support and exercise coaches that motivate people to exercise better.
Different people also respond to feedback and guidance in different ways. In the
case of an exercise coach, some people might prefer a firmer approach and others a
more encouraging one. Additionally, some might in general prefer a firm approach

based on their personality, but as they become more fatigued, they might like more
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encouragement to keep going. Considering factors such as personality traits and
user-specific requirements, personalized robots can provide tailored assistance and
support, fostering an engaging and productive interaction.

Context awareness goes hand in hand with personalization. Robots need to com-
prehend and respond to the situational factors that influence human communication.
Context includes a broad spectrum of information, including the physical environ-
ment, temporal aspects, and even the emotional states of the individuals involved.
A context-aware robot understands and interprets this contextual information, so it
can make informed decisions, adjust its behavior, and provide appropriate responses.
By being context-aware, robots can personalize to the individual even better and
enhance the human’s satisfaction and performance.

Integrating nonverbal behavior into the framework of personalized context-aware
robots holds great potential for robots to interact in more nuanced ways. Nonverbal
cues, such as facial expressions, gestures, body language, and tone, are a significant
portion of how humans communicate [45]. For example, in education, teachers
can change their nonverbal immediacy, defined as the degree of perceived physical
or psychological closeness between people, using different nonverbal behaviors [66].
A teacher smiling and leaning in to explain a concept to a student will have a
very different impact compared to a teacher crossing their arms and frowning while
communicating the same information. The student may better internalize the feedback
from the smiling teacher and may view the frowning teacher as more strict. The way a
human communicates emotion through nonverbal behavior can have a significant effect
on the impact of their feedback and how they are perceived. Similarly, robot nonverbal
behavior affects humans in different ways, such as the perception of the robot, emotion
recognition and response, behavioral response, and human task performance [79].

In this thesis, we explore the creation of personalized context-aware robot feedback,
with a specific focus on affective nonverbal behavior. Unlike other types of nonverbal
behavior, such as deictic gestures (e.g. pointing), affective nonverbal behavior focuses
on conveying emotion through facial expressions, body gestures, and other modalities.

We explore two domains: education and exercise. Personalized feedback in
education can be vital; teachers often encourage their students after mistakes and
celebrate their successes [16]. A robot tutor can provide that one-on-one support,

responding with feedback to the student to help them learn better and enjoy the
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learning process. Exercise is another domain where personalization can be useful.
Personal trainers are a great resource for individuals to improve at their own pace
and can provide feedback that a group setting or exercising alone cannot provide.
A robot exercise coach could fill that role, providing personalized corrections and
motivation by understanding the human’s current state as well as the way they prefer

to be coached.

Thesis contributions

Research Question: How can we design personalized context-aware multimodal

robot feedback to improve human performance and subjective experience?

Chapter 4 primarily explores how to estimate the human state and presents an
example predicting measures of engagement during an educational activity, early
enough for a robot to intervene and correct any undesirable behavior.

* Hypothesis: We can reliably estimate engagement early during an educational

activity using a combination of facial and task-related features.

* Findings: Our results show that we can predict with high accuracy with more
than 80% of the activity remaining, and we also see that a combination of facial

and task-related features outperforms using only facial features.

Chapter 5 explores how to generate affective nonverbal robot behavior, which
we show improves learning during an educational activity, even though the affective
behavior does not provide additional information related to the task.

* Hypothesis: Affective nonverbal robot feedback can significantly improve

performance and subjective experience in an educational activity.

* Findings: A robot using affective nonverbal behavior to react to the human’s
correct and incorrect responses resulted in a significantly better human per-
formance in a sorting game task, compared to a robot that provided the same

content of feedback without the emotional nonverbal response.

Chapter 6 presents a physical robot exercise coach that evaluates the form and
speed in real time of human exercise. The robot reacts in a multimodal way to explore

people’s varying preferences for and performances with different feedback styles.
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* Hypothesis: Different feedback styles of an exercise coach robot have signifi-

cantly different impacts on people’s performances and subjective experiences.

* Findings: We implemented two feedback styles (firm and encouraging) for
a robot exercise coach, and found that people preferred the robot to pro-
vide context-aware feedback and that people had varying performances and

perceptions of the two styles.

Chapter 7 extends the work in Chapter 6 by answering the question: how can a

robot determine which feedback style to use and when, in a context-aware way? We

present a contextual bandit approach that accurately chooses the feedback style to
optimize performance in complex fatigue scenarios for an exercise coach robot.

* Hypotheses: A robot learning style preferences in real time can significantly

improve human exercise performance. Additionally, a robot that takes context

into account can significantly improve performance over a robot that uses

non-contextual learning.

* Findings: Our results show that the adaptive contextual bandit approach is
successful in determining the style to choose in real time and performs well for
humans who perform better with either one style or equally with both. We also
found that a bandit that takes context into account can outperform one that

does not in some contextual situations.
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2.1 Human Feedback

In human interactions, different types of feedback can result in differing task per-
formances and experiences, and people use a combination of verbal and nonverbal
modalities to communicate. When speech is accompanied by gestures, people interpret
may interpret the human’s meaning differently, as nonverbal behavior helps disam-
biguate verbal feedback [45]. This motivates our use of both verbal and nonverbal

feedback for the robot exercise coach presented in Chapter 6.

Nonverbal communication is defined as the process of stimulating meaning in the
minds of others through messages that are not language-based [73]. This form of
communication is composed of several categories including kinesics (body motions,
posture, facial expressions, etc.), paralanguage (voice volume, pitch, tempo, etc.) and
proxemics (use of space) [85]. Nonverbal communication can also convey emotions,
with some research suggesting that up to 90% of emotional meaning is conveyed
through nonverbal behaviors [62]. Humans rely on a combination of many characteris-
tics to display emotion, including facial expressions [23], which have been decomposed
into Facial Action Units in [24]. In our work, we utilize estimates of these Facial

Action Units to model the human’s emotional state (Chapter 4).

Nonverbal communication can serve a variety of purposes, including complementing
verbal exchanges, revealing emotional states, and influencing the performance of others
[92]. Nonverbal behavior, specifically movement, gesture, posture, facial expressions,

and gaze, was shown to be vital in communication between a coach and athlete [22].
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The robot exercise coach presented in Chapter 6 utilizes these modalities to convey
affective feedback to the human during an exercise session. In students, nonverbal
behaviors, such as slouching, could indicate a lack of interest, and leaning forward
could show attentiveness [66]. Nonverbal behavior of students has even been shown
to have an impact on teachers’ emotions [32]. Emotion communication researchers
found that body movements of professional actors showed patterns in portrayals of
specific emotions [21], and we find similar patterns with affective robot behavior in
Chapter 5.

Humans can also react differently to feedback given in different ways, motivating
our use of multiple feedback styles in Chapter 6. Researchers found that students
had different preferences for how teachers should give different types of feedback
[16]. Researchers also found that people generally prefer process-based criticism
over personal criticism [36], which motivated our design of robot verbal feedback
in Chapter 6. Choosing the correct feedback style can even have an impact on
task performance. For example, in one study, groups that received error feedback
outperformed groups that received other types of feedback in learning how to jump
vertically [67]. Human teacher nonverbal behavior has been shown to affect both task
performance and perception of the teacher [6, 7, 93]. For example, students thought
their teacher meant what she said when her voice became louder and when she stood
and looked down at them.

We attempt to leverage this effect in our work by determining how to choose
the correct style of feedback for each person (Chapter 7). In the exercise domain
specifically, feedback preferences can be impacted by a variety of factors, as shown in

[34], including physical health, status, and educational level.

2.2 Generating Robot Feedback

Robots providing feedback, especially by expressing emotions, is a highly studied area
for both humanoid and non-humanoid robots, and robot body language has been
used to convey emotion [74]. Researchers investigated how changing the poses of the
NAO humanoid robot affected the perception of the robot’s affect [9]. This work
looked at creating an Affect Space where the nonverbal behaviors of the robot map

to perceived emotion, resulting in a mapping different from that for humans, and we
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perform a similar procedure for the Quori robot in Chapter 5. Our prior work looked
at how even a low-dimensional robot that mimics one aspect of human behavior with
its nonverbal movements could improve the perception of the robot [37, 38].

Using designed body language for a humanoid robot, researchers tested emotion
recognition in [60]. Emotional behavior by a humanoid robot (NAO or Mini Darwin
Platform) was developed to assist autistic children with emotion recognition [25].
Researchers also developed a framework for displaying robot traits, moods, and
emotions using nonverbal behaviors [68].

Laban movement analysis [51] is another approach to generate robot movements.
Flight paths were used to convey affect in [82]. Using Laban efforts, head movements
were used to convey a robot state using Keepon and NAO robots [49], and the path
of mobile robots was used to create expressive motion [48]. Researchers have also
parameterized hand movements (e.g., waving) using pose and motion parameters that
participants used to create movements corresponding to different moods [95].

Robots influence humans through their nonverbal communication in human-robot
social interactions and [79] separates the impact on humans into cognitive framing
(perception of the robot), emotion recognition and response, behavioral response
(directly measured human responses), and task performance. In education, social
robots have been shown to be effective in increasing cognitive and affective outcomes
[10], and our work also seeks to improve both performance and subjective experience
through robot feedback.

2.3 Robot Feedback Improving Performance

Robots have used their behavior to improve human performance in a variety of
tasks. Higher nonverbal immediacy led to greater learning gains in child-robot
interactions [46]. Nonverbal behavior of the robot (deictic rather than affective in this
case) improved task performance for difficult collaborative tasks [1]. Robot gestures
made difficult tasks feel easier, specifically looking at perceived workload and task
performance [54]. Eye contact and iconic robot gestures improved message retention
in an interaction between robots and humans [90]. In an evacuation scenario, a
robot’s nonverbal expressions improved participants’ compliance, causing them to

respond earlier and faster [65]. The gaze cues of a robot improved the performance of
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the human agent in a cooperative task, showing the importance of nonverbal behavior
in communication [12]. A robot exercise coach was shown to reduce mistakes in
combination with increased fitness [76]. Many of these works do not explore how
affective nonverbal behavior affects performance (as we show in Chapter 5), and we
also utilize multimodal behavior to impact performance, where the robot learns the

feedback style with which the human performs best in an online fashion (Chapter 7).

2.4 Robot Feedback Improving Experience

Robots have also used their behavior to improve the human experience during an
interaction. Participants found that a robot programmed to have a positive mood
increased the valence and arousal of its audience compared to using a negative mood
[96]. Researchers have also developed a model for a NAO robot teacher to express
different levels of warmth and competence with its body postures and hand gestures
[71]. In a longitudinal study, robots improved social engagement by tutoring children
[81]. A study on the effects of affective human-like and robot-specific behavior showed
that these behaviors impact the perception of the robot and the human’s affect
[74]. Robot motion and mimicry had a significant impact on similarity and closeness
in robot-mediated communication [17]. Combining nonverbal gestures with verbal
information can further improve the human experience, as found in [75]. One main
difference between these works and the research presented in this thesis is the focus
on multiple feedback styles and understanding how these different styles affect the

human’s experience (Chapter 6).

2.5 Personalization and Context

Personalization refers to the ability of a robot to tailor its actions and behaviors
to individual users. Researchers developed an approach to adapt the verbal and
nonverbal behavior of a robot based on human extroversion [4], and a study of
post-stroke rehabilitation found that people preferred a robot matched to their
extroversion/introversion [89]. The personalization of the tutors to the learning

differences of the students resulted in an improvement between the results of the pre-
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and post-test in an educational activity [53]. Additionally, participants in a study
varied their preferred distance from the robot based on various personality traits,
such as proactivity [91]. Another study found that participants preferred to interact
with a robot that synchronized its movements with that of the human [84]. A robot
personalizing to the individual elicited and maintained engagement and motivation
during an exercise program [35]. A social robot can even personalize its facial
expressions to respond to the user during an interaction [69]. Students interacting
with a robot that personalized its feedback showed a significant increase in emotional
response [30]. Personalizing language to the individual was more effective than formal
language in multimedia instruction [72] and the customization of multimodal robot
behavior based on attention score history increased engagement [3]. These works
motivated our use of multiple feedback styles so that the robot could personalize its
behavior to improve its interaction with the human. However, many of these works
do not learn the personalization in real time, which differentiates our approach.

Context is an important aspect of human behavior [47], and contextual information
can improve emotion recognition [14]. Research showed that data analyses that do not
take context into account can be difficult to interpret [92], and we see a similar result
in Chapter 4 where the use of task-related features in addition to facial expressions
improved the prediction of the human state.

Researchers found that context can have a large impact on both quantitative
and qualitative results; gaze models had varied results based on the location of the
experiment [70], and children perceived a robot differently based on their presence at
school or at camp [71]. The environmental context had an effect on the recognition
rate of stylized walking sequences [33]. Even cultural differences have an impact;
facial expressions are perceived differently in different cultures [57, 58]. Having the
robot take both task information and a human model into account to inform its

feedback improves the human experience and the relevance of the robot’s feedback.

2.6 Summary

This thesis incorporates these different aspects of related work. We see in Section
2.1 that humans use both verbal and nonverbal feedback. In our work, we generate

multimodal robot behavior using verbal feedback, facial expressions, and body move-
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ments to leverage the expressive capabilities of all of these modalities. We also found
that humans react differently to feedback given in different ways, and we explore this
aspect in our work by creating multiple feedback styles to allow the robot to choose
the style to which each person responds best (Chapters 6 and 7).

We also see in Sections 2.3 and 2.4 that robots providing feedback during an
interaction can improve both performance and subjective experience. However, most
of the previous work in this area only focuses on one of these outcomes, and we show
in Chapter 5 that our multimodal robot feedback can improve both performance and
experience. We also explore trade-offs between these outcomes in Chapter 7, trying
to understand the impact of optimizing for one outcome over the other.

Furthermore, Section 2.5 explored how humans and robots personalize their
behavior to improve interactions, as well as to take contextual information into
account to improve the relevance of feedback. Although these other works may not
incorporate personalization and contextually-aware feedback simultaneously, our work
does combine these aspects in addition to adapting the robot’s behavior in real time

in response to the human’s changing performance (Chapter 7).

10



APPROACH

We seek to develop personalized, context-aware robot feedback, specifically focusing
on nonverbal affective robot behavior. We consider settings where a person interacts
with a robot repeatedly, such as performing multiple sets of exercises or multiple
learning activities. At a high level, our approach (Figure 3.1) to address this can be
summarized as follows:

* The human has certain intrinsics including their personality, motivation, and

preferences that affect the way they respond to feedback.
* They perform the task while observing the multimodal feedback of the robot.

e The robot observes the human and estimates the context which could include
task information (e.g. task type, interaction time) and a human model (e.g.

performance, fatigue, attention).

* The robot has a specific feedback style that governs how it responds to the
estimated context with a multimodal response (verbal, facial expressions, body
language, etc.).

We aim to close the loop by personalizing the robot’s feedback. Using the human’s
response, the robot can modify its feedback style to improve both the human’s
performance and their subjective experience of the interaction. For example, the
robot could observe the human performing better after a correction and could note that
the style it used for the correction was effective for that contextual situation. Context
is a key component of this process because estimating the human’s performance and
state can allow the robot to see what effect its feedback is having and make any

modifications that could be beneficial. For example, the robot can have an estimation
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PERSONALIZED CONTEXT-AWARE FEEDBACK
How can the robot’s feedback improve the human’s task execution
and subjective experience?

Figure 3.1: Left: The human performs the task and responds to the robot’s feedback
based on their own intrinsics. Middle: The robot observes the human’s response
and estimates the context. Right: The robot uses its context estimation and its own
intrinsics to generate a multimodal response. Goal: The overall goal is to personalize
the robot’s intrinsics to improve specific outcomes.

of fatigue based on its observations of the human and how long an exercise session
has progressed, and when that fatigue is high, the robot could modify its feedback to
be more encouraging and not push the human too much, as they are already fatigued.

In the remaining sections of this chapter, we demonstrate how the work in this

thesis fits into our overall approach.

3.1 Estimating Context

The first step of our approach is estimating the context: both the task informa-

tion and a human model. Task information refers to task type, interaction length,

12
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and other information about the interaction that is not directly related to human
sensing. For example, if the robot is presenting the human with an educational
activity, the robot will already know the correct answer to any questions presented,
as well as the types of questions and the duration of the interaction. To construct a
human model, the robot must observe certain features from the human (e.g., facial
expressions, body movements, heart rate) and use them (in conjunction with the
task information) to estimate useful information such as task performance, fatigue,
and attention. Knowing information such as how long a task has been going on, as
well as measured facial expressions, can improve the robot’s estimate of the human
state (e.g., fatigue, attention). Incorporating task-related features can be vital in
interpreting the observations of the human. A smile in frustration and a smile of joy
are both smiles, but knowing whether the individual has just made a mistake or a
correct response can distinguish between them.

Chapter 4 presents an approach to estimate one aspect of the human state:
engagement. In this work, we use task features and facial features to predict whether
students would exit an activity early, as well as what feedback they would choose
to provide at the end of an activity. Being able to predict these events early would
allow a robot to intervene with appropriate feedback.

Chapter 6 includes a prediction of performance, specifically, how well an individual
performs an exercise. This work uses real-time pose estimation to analyze the human’s
movement and evaluate both their form and speed while exercising. This information
is vital when the robot determines what feedback to respond with.

Chapter 7 explores the estimation of the human state (fatigue) as a vital part
of context to accompany the work in Chapter 6. We then use this more complete

estimation of the context to inform the robot’s feedback and personalize its behavior.

3.2 Generating Robot Feedback

Once the robot has estimated the context, it must react in a multimodal way. In
general, the types of feedback that the robot could provide fall into two categories:
reinforcement and corrections. If the human is performing well in the task (e.g. correct
responses in an educational activity or good form for an exercise), then the robot

should provide encouragement and reinforcement of the good performance. If the
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human is not performing well in the task (e.g. incorrect responses in an educational
activity or improper exercise form), then the robot should provide a (gentle) correction
to guide the human to improve their performance. From the literature, we can see
how humans provide both encouragement and corrections and the way that people
could prefer that feedback during an interaction. However, we do not know a priori
how a human would respond to a robot giving feedback, and in this thesis, we explore

the design of verbal and nonverbal robot feedback using the robot Quori (Figure 3.2).

s

U Y

Figure 3.2: The humanoid robot Quori with a leaning torso, gesturing arms, and face
that can project any image.

Chapter 5 presents an approach for generating affective body movements for
Quori, where specific body patterns are correlated with conveying certain emotions.
We then show that the robot’s affective nonverbal feedback has a positive impact on
participants’ learning during a user study compared to a baseline of only verbal and
no nonverbal reactions. We also show that mismatching or inappropriate nonverbal
feedback does not have the same positive impact on learning; the robot’s verbal and
nonverbal feedback must be aligned and related to the contextual situation.

Chapter 6 extends feedback generation by adding additional robot capabilities:
more nuanced verbal reactions and facial expressions. These additional modalities

work together with the robot’s body movements to provide more complex multimodal
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feedback. This greater variety of possible feedback allows us to differentiate our
feedback styles, and in turn, move toward personalizing the feedback styles to the

individual.

3.3 Developing Feedback Styles

The next step of our approach is developing the way the robot should respond, the
feedback model it uses to turn the estimated context into the robot’s feedback. For
example, given the same stimulus, a human teacher will respond in differing ways
based on their own personality as well as what they think their student will respond
best to. If the teacher knows that the student appreciates very direct corrections,
they will try to respond in the way the student prefers. Our robot, therefore, must
be able to respond in a variety of ways to the same estimated context.

In Chapter 5, we show that the robot’s feedback centered around contextually
appropriate affective nonverbal behavior was effective in improving the human’s
performance compared to a neutral feedback style that did not react nonverbally to
the human’s actions.

We also explore this idea in Chapter 6, where we develop two exercise coaching
styles (based on what we learned from domain experts): a firm approach and an
encouraging approach, both of which use aligned verbal and nonverbal reactions.
Through a user study, we compare these approaches and see how participants’

preferences for these styles vary, as well as their performance differences.

3.4 Personalizing Feedback

The final stage in our approach addresses how the robot should choose which feedback
style to use for an individual in a contextually aware way, with the goal of optimizing
performance. For example, a person may perform better with less encouragement
when they are not tired but with more encouragement when they become fatigued.
Other individuals may perform better with less encouragement regardless of their level
of fatigue. As we show in Chapter 7, what people say they prefer does not necessarily

match up with what they truly perform best with, so for a robot to determine the
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appropriate feedback style to use in each situation, it must adapt in real-time.
Chapter 7 uses a contextual bandit approach [13] to achieve this goal. With a
contextual bandit algorithm, the robot observes the context (fatigue), chooses an
action (feedback style), and observes the reward as a result of its decision (human
response). Then it trains on the combination of context, action, and reward to learn
which styles to use, and when, for an individual. We explore this personalization
with a human model in complex contextual situations as well as in a user study that
compares the effectiveness of this adaptive approach over simply choosing a static
feedback style. This final work showcases the overall effectiveness of personalized

context-aware robot feedback.
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Summary: This chapter explores an approach for estimating key features of the
human state. Specifically, we utilized an educational game [61] where students provide
feedback at the end of an activity and have the option to exit the activity early.
Predicting these user engagement related events that are a key component of context
could help an agent provide appropriate feedback. We present an approach that
uses a combination of human and task features, fits Gaussian Mixture Models, and
propagates the probability of the engagement-related events over the course of an
activity. Our results show that we can predict these events early enough to intervene
during the activity and additionally show the advantage of using both task and human
features for improved accuracy. Based on these results, we used a similar approach

(combining task and human features) for the exercise coach presented in Chapter 6.

The contents of this chapter were published in [39].

4.1 Problem Formulation

Intelligent tutoring systems, whether in the form of a physical robot or tablet /computer
interface, have great potential to personalize the educational experience and meet the
needs of many different learners. These systems generally take some feedback from the
user to adapt the educational tasks, attempting to optimize learning, engagement, or
other performance measures. For a specific application, a tutoring system designer has
to determine how to adapt the tutor’s behavior based on the changing tutor/user/task

interactions.
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In this work, we used data from an intelligent tutoring system [61] to develop
an approach for estimating user engagement through the prediction of key events.
Ideally, the system should detect early when the tutor should change its behavior (e.g.,
when the student is disengaged), so that the tutor could intervene with feedback. To
achieve this, we used task and human features derived from an existing educational
application dataset to develop a model that predicts two key events: (1) whether
the student exits the activity early and (2) the feedback the student provides to the
system at the end of the activity.

To predict these engagement-related events, we utilized a time-series classification
approach. Time-series classification methods take a set of observations labeled by a
class and predict the class based on the observations. Deep learning is a popular tool
for time series classification [28], and LSTMs have been used successfully on time
series of the same length. However, these approaches generally make a prediction at
the end of the time series, while we wish to predict before the end of the activity. A
measure of earliness of prediction has been used in time series classification work in
addition to an accuracy measure to evaluate model performance [26, 64, 94], and we

used a similar approach to predict both accurately and early.

4.2 Robotutor Dataset

RoboTutor [61] is an educational application running on an Android tablet that
contains many activities, including reading illustrated stories, practicing writing
words, and solving math problems. Previous work on data from this app included
affect detection based on expert labels [2] and correlation between some user behaviors
and facial features automatically detected by OpenFace [80]. This app was a finalist
in the Global Learning XPRIZE!, and during that time was used by children ages
6-12 in Tanzania. The data used for this project come from beta sites and are screen
recordings during the student sessions, which include a video from the front-facing
camera ([61] has more details, including ethical considerations).

Figure 4.1 (left) is a screenshot of a story reading activity, which contains an

image and text from the story. The text is highlighted in green as it is read to the

Thttps://learning.xprize.org/
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Katika jiji la shughuli nyingi la Nairobi,
mbali na maisha ya nyumbani, paliishi
kikundi cha wavulana wasiokuwa na
makazi.

Figure 4.1: Left: Single frame from recorded videos of the RoboTutor application
with front-facing camera feed (face obscured for anonymity). Right: Feedback screen
appearing at the end of each activity.

student. There is also a backbutton in the top left corner, which the student can use
to end the activity early. At the end of an activity (whether it has ended early or
fully completed), a feedback screen (Figure 4.1, right) appears where the student can
choose a red, yellow, or green circle to indicate how they felt about the activity, and

the remaining icons on this screen help navigate between activities.

4.2.1 Automatic Feature Extraction

To create prediction models, we first extracted a set of features from the screen-
recordings. We only used activities that contain stories to limit the variety of activities
to analyze. For each activity, we collected two different labels: Feedback (the student’s
choice on the feedback screen: red, yellow, or green) and Backbutton (whether the
student exited the activity early). Screen taps, which appeared on the videos as white
circles, were detected to determine the feedback chosen or whether the backbutton
was pressed.

We extracted a set of facial features (Table 4.1, A-K) over the course of the
activity using OpenFace [5]. These are the same features computed by previous
work with this dataset [2] and include features that have been used frequently in
affect recognition [15]. The six facial action units (F-K) are coded by their regression
values corresponding to the intensity of presence [24]. We also extracted a set of task
features (Table 4.1, L-Q) that relate to the educational activity itself. These features
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were chosen because they were easily extracted from a frame on the tablet screen
and could represent information correlated with student engagement. As we did not
collect this dataset ourselves, the features we could use were limited by those that

were recorded at the time of data collection.

Table 4.1: Description of Feature Set

Facial Features

A Head Proximity: the scalar distance of the head from the camera
B Head Orientation: the magnitude of rotation of the head
C Gaze Direction: the averaged angle of gaze between the two eyes
D Eye Aspect Ratio: related to blinking of the eye
E Pupil Ratio: the ratio of the area of the pupil to the area of the eye
F  AUO04: Brow Lowerer
G AUO07: Lid Tightener
H AU12: Lip Corner Puller
I  AU25: Lips Part
J AU26: Jaw Drop
K AU45: Blink
Task Features
L Position of Activity in Video: sequential order of activity in video
M Picture Side: left or right side of the screen
N Activity Type: story read or story echo
Progress: non-decreasing scalar indicating how far along in the story,
) :
computed by green vs. black text on a page (see Figure 4.1)
P Time from Activity Beginning: in seconds
Q Time from Educational Session Beginning: in seconds

4.2.2 Description of Dataset

Our dataset consisted of 105 video recordings of student sessions, each 20-30 minutes
long. We first extracted individual story activities from the videos. Since the final
activity of each video often corresponded to the instructor telling the student to
stop the session, this activity was not included. Our activity data set was then
composed of 423 activities of length 5-950 seconds, with most activities shorter than
200 seconds. The distribution of the feedback labels was 13.2% red, 77.1% yellow,
and 9.7% green, and the distribution of backbutton labels was 87.9% no backbutton
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and 12.1% backbutton.

Data are represented as {T(i), X@, 1(i), Y'Q(i) |1 =1,...,423} where T® is a vector
such that Tj(i) is the time of the jth frame of activity i; X is a matrix such that
X ](-i) is a vector corresponding to the features computed for the jth frame of activity
i Yl(i) € {0,1,2} corresponds to a feedback choice of red, yellow, or green; and
YQ(i) € {0,1} corresponds to an activity ending naturally or the backbutton being
pressed. The goal of our approach is to accurately predict Y; and Y5, given only a

few frames of 7" and X.

4.3 Methodology

We used facial and task features to predict which feedback was chosen at the end of
an activity or whether the backbutton was pressed to end the activity early, with
the goal of predicting as accurately and early as possible. During the course of the
activity, we combined individual observations using a Bayesian framework and used
Gaussian Mixture Models (GMMs) to provide the probabilities needed for Bayesian
updating. The approach chose hyperparameters to optimize the desired balance
between the F1 score (weighted by «) and earliness (weighted by 1 — «), where «
is an input to the learner. We describe the methodology for predicting the feedback

labels here with K = 3 labels; the backbutton case is analogous.

4.3.1 Training Gaussian Mixture Models

Given a set of training data of the form {T(i),X(i),Yl(i)}, we trained a Gaussian
Mixture Model for each label, i.e. red, yellow, and green. GMMs were chosen as
they could represent multi-modal data and output a probability that an observation
belongs to a class, which we used in the probability propagation step. However, we
noticed that the distribution tended to change over time (e.g., at the beginning of
an activity, facial features tend to be less informative predictors), so to improve the
prediction we trained multiple GMMs for each label by first creating M intervals
from the distribution of activity lengths.

Each of the M intervals had a starting and ending time (e.g. the first interval

may include 0-30 seconds, the second 30-120 seconds, etc.) such that the number of
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activities ending in each interval is approximately the same. For each of the K labels,
we first found all the activities within the training data with that label, took only the
time steps of the activities corresponding to time steps within a particular interval,
and then trained a GMM with N components on those data. This resulted in a total
of MK GMNMs trained. Given the training data, our approach learned the models
and optimized for M and N.

4.3.2 Probability Propagation

We then used the GMM models to predict P(Cy), the probability of the k™ class,
for each time step of an activity. We initialize P(Cy) = %, which corresponds to a
random guess. Then we let Xg-i) = {Xfi), éi), vy X J(l)} be the observations known at
the jth time step. We calculated the probability at the next step using a modified

Bayes rule from [52]:

P(XP|Cr) P(Cx|S) P(C|X,)
P(X{VIXE)

P(CIX) = (4.1)

where P (Ck\Xg-ill) is the computed probability from the previous time step; P(X j@ |C)
is the output of the GMM that was trained on a time interval including Tj(i) corre-
sponding to class Cy; and P(Cy|S) is the static prior from the training distribution
to avoid model drift. For example, if Cy, = yellow and yellow labeled 80% of the
training data, then P(Cy|S) = 0.8.

The denominator is a constant over all k, so is normalized out by ensuring that the
P (C’k|X§~i)) sum to 1. To try to ensure conditional independence between observations
and reduce the effect of noise in the features, the features X are averaged over a
one second interval, and the probability is updated once a second. If no features are
present during one second, due to errors in face detection, the probability from the

previous time step is used unchanged.

4.3.3 Classification

If the goal was to classify at the end of each activity, we would use the highest P(C})

in the final time step. However, classifying earlier is beneficial, since that information
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could be used to modify a tutoring system’s behavior. To achieve this, we set a
threshold A € [0, 1] such that if any P(C}) exceeds ), we classify? the activity as
belonging to class k. If no P(Cy) exceeds A for the entire activity, we counted it as
an inconclusive result, as predicting a class at the end of an activity does not have

utility, since we know what the students did and no intervention is possible.
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Figure 4.2: Example predicting feedback choice using the described approach with
two possible thresholds A\; and Ay shown.

Figure 4.2 illustrates the prediction process applied to an activity of length 30
seconds for the feedback case. The probabilities are initialized to 1/3, and the
observations are combined using Equation 4.1. Note that between 12-15 seconds,
OpenFace failed to find the face, resulting in a flat probability curve for all labels.
The figure plots two different thresholds to show how the choice of threshold impacts
both the time of classification and the predicted label. A\; predicts yellow at 3 sec,
while Ay predicts (the correct label) red at 25 sec.

2We tried varying X over time, but that did not improve results.
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4.3.4 Optimizing Performance

To predict both accurately and early, we optimized using an objective function S, a
function of A (threshold), M (time intervals), and N (GMM components), as well
as a weight « € [0,1]. « defines how much we prefer an accurate prediction over an
early one. As our dataset was quite unbalanced, we used a weighted F1 score in place
of accuracy. The F1 score is calculated for each label, and we report the average

weighted score by the number of true instances for each label.

The form of the objective function S is shown below.
S(\, M, N,«a) = («)F1 score 4 (1 — a)Earliness (4.2)

FEarliness, or the average fraction of an activity’s time that was not needed for
T i
i

n

classification, is defined as = 37 | , where n is the number of activities where

the threshold is met; and Tﬁzl) and £ are the activity length and prediction time for

activity «.

4.4 Results

Our goal was to optimize the performance metric S by changing the three parameters:
A € {0.55,0.60,...,0.95}, M € {1,2,...,6}, and N = {1,2,...,6}. For each combi-
nation of these parameters (324 total), we performed 10-fold cross-validation and
recorded the average S over all folds. We then chose the hyperparameter combination
with the highest average value of S. Additionally, when comparing the performance
of two different models, we used a Welch two-sample, two-tailed t-test, which does
not assume that the two variances are equal.

The optimization was dependent on the choice of o, which trades off the F1 score
for earliness. a = 0 means we prioritize only earliness and o = 1 means we prioritize
only the F1 score. We performed the optimization of S for values of o € [0,1]. We
found that when a > 0.8, performance drops significantly, so we chose a = 0.8
for further analysis. Additionally, low levels of o, such as a < 0.3, have a lower

performance metric S due to lower accuracy.
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4.4.1 Earliness and Guessing
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Figure 4.3: Comparison of @ = 1, @ = 0.8, and guessing the most common label,
for feedback (left) and backbutton (right). The average value of metrics F1 score,
earliness, frequency, and S are illustrated with a standard deviation bar. Significant
differences at the p = 0.05 level are indicated with asterisks. Significance was tested
only for F1 score and earliness.

Often, accuracy is the only metric used to evaluate prediction models. Intuitively,
the more of the activity seen by the model, the more accurate the prediction will
be; however, we wanted to make predictions before the activity had finished to allow
time for any intervention. To understand how this trade-off manifested in our model,
we compared the results of considering only the F1 score (o = 1.0) and including
earliness (o = 0.8). We also validated our approach by comparing the performance
with guessing the most common label in the training data for each activity (e.g.,
choosing yellow or no backbutton) at the first time step.

As shown in Figure 4.3, the F1 score was lower for a lower «, which is intuitive
since a = 1 only weights the F1 score. However, that difference was not statistically
significant, while adding a weight of 20% on earliness does significantly change earliness
for feedback (t = —5.782,p < 0.001,df = 17.64) and backbutton (t = —5.507,p <
0.001,df = 13.00). This increase in the earliness with no significant change in the F1
score indicates that including earliness improves overall performance, with respect
to our goal of predicting accurately and early. Figure 4.3 also plots the frequency
of prediction, where a value of less than 100% indicates that for some activities,
the threshold was not reached by the end of the activity and no classification was
performed. As shown in the results, o = 0.8 classified a greater percentage of activities

compared to a = 1.
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The optimal hyperparameters vary for each value of a. For feedback, we found
(A=0.95M =2,N =3) for a =1.0 and (A =0.7,M =2, N = 3) for « = 0.8 to be
optimal. For backbutton, we found that (A = 0.95,M =4, N = 1) for « = 1.0 and
(A=0.55,M =2, N = 3) for « = 0.8 are optimal. Note that the optimal threshold A
when a = 1 is much higher than for a = 0.8, which makes sense since with a = 1
there is no penalty for waiting longer in exchange for greater prediction confidence.

Another interesting result is that the optimal number of time intervals M was
greater than 1 for all cases. This means that using multiple intervals to segment the
time series data increased overall performance.

We also compared the results to guessing the most common label (shown in
gray in Figure 4.3). Although the F1 score resulting from guessing was lower than
our model at a = 0.8 and 1.0 for both cases, this difference was not statistically
significant (note that the earliness scores are always 1, since guessing is done at the
start of an activity). We anticipate that with a larger dataset and more balanced

label distribution, guessing will perform worse.

4.4.2 Facial and Task Features

Feedback Backbutton
100%
95%

100%
95%
90% 90%

*
— *
*
*
L =
85% M 85%
80% " Face % " Face
75% 75%
0% = Task 7% = Task
% o
= All = All
65% 65%
60% 60%
55% 55%
50% 50%

F1 Score Earliness Frequency S F1-Score Earliness Frequency S

Figure 4.4: Comparison of using only facial features, only task features, and all
features, for feedback (left) and backbutton (right), with the optimal hyperparameters
and a = 0.8. The average value of metrics F1 score, earliness, frequency, and S are
illustrated with a standard deviation bar. Significant differences at the p = 0.05 level
are indicated with asterisks. Significance was tested only for F1 score and earliness.

We hypothesized that the context of the task can help interpret the student’s

internal state. Facial features alone have been used extensively to predict affect, as in
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[78, 86]. To evaluate this, we compared the performance of using only facial features
(A - K in Table 4.1), only task features (L - Q in Table 4.1), and all features, shown
in Figure 4.4 with significant differences indicated with asterisks.

We found significant differences in earliness when comparing a model using only
facial features and a model using all the features. Specifically, the t-test resulted in
(t =—7.422,p < 0.001, df = 14.62) for feedback and (t = —2.50,p = 0.02,df = 17.67)
for backbutton. Additionally, for the feedback case, there was a significant difference
between earliness using only task features and using all features (t = —2.417,p =
0.03,df = 15.76).

An interesting result is that the task features alone predicted earlier in both
cases compared to facial features alone; with the F1 score not significantly different.
This does seem non-intuitive, since facial features have been used extensively for
affect recognition. Task features do not encode any information directly from the
student and instead record progress in the activity, so it seems unlikely that they
would outperform facial features. A potential explanation is the noisy data output
by OpenFace. The students moved rapidly in the camera frame, and occasionally
another student appeared in the frame during an activity. In contrast, task features
were less noisy, as they were computed from relatively static and predictable items
on the tablet screen during an activity.

Another explanation could be that engagement is tied closely to the time a student
has spent using the tablet (one of the task features), perhaps due to fatigue. We
conducted an ablation study, removing one feature at a time, to determine which
features had the greatest impact on the objective function S. We found that feature P
(time from activity beginning) and feature ) (time from educational session beginning)
resulted in statistically significantly better performances when included compared to
when removed. This lends validity to this explanation that engagement is tied closely

to these time-related features.

4.5 Discussion

Our framework for predicting whether an event occurs at the end of an activity before
the activity actually ends, using a combination of facial and task features, is easily

generalizable and can predict any event occurring at the end of a time series given
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a set of features computed over the course of that time series. We can handle time
series of varying lengths without trimming or warping the data, as is often necessary
for other time series approaches, such as LSTMs [11, 28].

Since “ground-truth” engagement does not exist, our approach used the feedback
and backbutton events as proxies, which means that the interpretation of the results
can be ambiguous. An issue brought up by those who collected this data [61] is that
not all students understood the semantics of the three feedback buttons. The meaning
of each was not clearly explained to them and therefore each student interpreted the
buttons slightly differently. This could explain why the F1 score is significantly lower
for feedback compared to backbutton (an unambiguous indicator of engagement or
fatigue). We mitigate this issue in our work in Chapter 6 with an exercise coach that
can analyze human performance in real time along with periodic surveys to collect

subjective measures.
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AFFECTIVE NONVERBAL
FEEDBACK

Summary: This chapter explores affective nonverbal feedback for the robot Quori.
We first present a user-driven approach to generate body and arm robot movements
that correlate with various emotions and compare those results to literature. We
then developed a sorting game task in which players guess which of two bins cards
belong to based on their properties. We also present a methodology for choosing
the order of cards based on a model of how players learn the rule over time. We
used this game to develop a user study with a simulated robot giving feedback
between each card, comparing a neutral robot with minimal nonverbal movements
and a matching affective robot performing a nonverbal movement corresponding to
the affect it is trying to convey (happy for correct, sad for incorrect). Our results
showed that participants learned the rule better (higher sorting accuracy) with the
matching affective robot compared to the neutral one, and we also examined subjective
measures and interactions with the difficulty of the sorting rule. We additionally
tested nonverbal behavior that did not match the contextual situation (e.g. sad
movement coupled with a correct answer), and this did not improve the sorting
accuracy, indicating the importance of verbal-nonverbal congruence. This work
showcases the utility of including affective nonverbal feedback, and we utilized these

movement patterns Chapter 6 when developing a physical robot feedback system.

The contents of this chapter were published in [40, 41].
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5. Affective Nonverbal Feedback

5.1 Generating Affective Movements

This section describes how we generated a variety of movements using an approach
similar to [83] and asked users to identify the emotions observed in those movements
to determine which movement patterns were correlated with which perceived emotions.
Since robot morphology is different from human morphology, we chose this user-driven
approach so we can later be more confident that the movements we generate for the
robot will have the correct perceived emotion.

Quori (Figure 5.1) is a robot designed for and by the HRI community [87]. This
robot has gesturing arms, a face that can project any image, and a waist joint to
lean forward and backward, movement that has been shown to correlate with various
emotional behaviors [14, 20, 21]. Our goal in this work was to develop nonverbal robot
movements for the Quori robot to display specific emotions. Although emotional
behaviors are composed of many modalities (speech, movement, facial expressions,
etc.), we focused on body movements exclusively in this work to explore how even
low degree-of-freedom (DOF) motion can convey emotions.

We first focused our attention on the types of torso and arm movements in humans
in the literature that are correlated with the displaying of different emotions. Table
5.1 summarizes our review of this literature with specific description of movements for
each of the seven emotions. These are the six basic expressions of happiness, sadness,
fear, disgust, anger, and surprise from [24], with the addition of interest (useful in an

educational context).

5.1.1 Robot Movements

We developed a simulation environment using ROS/Gazebo that allowed us to
command the robot’s arms and torso to a desired position at a specified speed
(maximum of 1 rad/s for all joints). As shown in Figure 5.1, the torso has one DOF
(01) and can lean forward to 0.47 rad and backward to —0.21 rad. Each arm has two
co-located joints: a rotational shoulder joint with no joint limits (02 s /right) and a
lifting shoulder joint with limits £1.1 rad (63 e /right)-

To constrain the large number of possible movements created by combining these

DOFs, we developed a set of design considerations. For torso motion, we only created
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Figure 5.1: Torso and left arm angles labeled on the Quori robot (image from
http://www.quori.org/)

movements starting at a neutral position (6; = 0) and ending forward or backward at
a small or large angle. The torso can move between its start and end position at a
slow or a fast speed. The discretization of the possible end positions to 4 possibilities
and the speeds to 2 levels allowed us to reduce the number of possibilities but still

include a variety of torso movements.

When choosing possible arm movements, we first determined whether the move-
ment would be symmetric or asymmetric. For symmetric movements, both arms
would start forward or at the robot’s sides and could end either forward, at the
robot’s sides, or above the robot’s head. This motion could be performed at a slow or
a fast speed. For asymmetric movements, the left arm was stationary either forward,
at the robot’s side, or above its head. The right arm could be stationary in either
the forward or side position. It could also move from a forward or side position to a
forward, side, or high position, at a slow or fast speed. By only including asymmetric
movements with the left arm stationary, we eliminated mirror image movement with

the right arm stationary and the left arm moving. We believed that the emotion
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Table 5.1: Torso and arm movements from literature associated with 7 emotions

Emotion From Literature
Symmetrical up-down motion of arms [21];
Happiness Hands kept high, hands made into fists and kept high [88];
Slight lean backwards, arms raised high [20]
Leaning forward, Hands at sides [14];
Sadness Hands over head [88];
Leaning forward, Hands at sides [20]
Leaning backward [21];
Hands out to sides [14];
Body backing, Hands over head, trying to cover body [88];
Leaning backward, Arms slightly forward [20]
Disgust Leaning backward, Arms forward [20)]
Leaning forward [21];
Leaning forward, Arms crossed, on hips [14];

Fear

Anger Hands on waist, hands into fist or low, fast hand lift [88];
Leaning forward, Arms forward [20]

Surprise Hands over head [88];
Leaning backward, Hands over head [20]

Interest Leaning forward, Arms resting at side [21]

perceived in the movement is agnostic to which arm is moving. We also chose not to
include movements with both arms moving asymmetrically as this would exponentially
increase the number of movements to evaluate.

After applying these constraints, we categorized the 224 resulting movements
using the six properties shown in Table 5.2, each movement taking one value for each
property. We decided not to analyze differences due to arm start position because we
want to implement robot behavior that will go from a neutral position to an ending

position and back as a nonverbal reaction, so that property is not listed in this table.

5.1.2 Movement Generation User Study

The goal of this study was two-fold. Firstly, we wanted to determine which movement
properties were correlated with which emotions. Secondly, we wanted to compare
the emotions perceived in Quori’s movements with those seen in the corresponding

human movements (Table 5.1).
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Table 5.2: Movement Properties

Property Value 1 Value 2 Value 3
Torso End forward  backward

Torso Degree small large

Torso Speed slow fast

(Arm) Symmetry | true false

(Right) Arm End | forward  sides high
(Right) Arm Speed | slow fast

Movement Generation Study Design

We developed a study to test whether these 224 movements were perceived as
displaying emotion. This study, created with Qualtrics and administered using
Amazon Mechanical Turk, presented 10 randomly selected videos to 145 participants.
Due to randomization, each video was not seen the same number of times but on
average was seen 6-7 times. The participants were mostly in the 25-44 age range.

For each video, we asked the participants “How much is the robot expressing
each emotion?” for the 7 emotions shown in Table 5.1 plus Neutral. For each of the
8 emotions, participants chose from a 5-point Likert scale with labels Not, Slightly,
Somewhat, Moderately, and Intensely to indicate their perceived intensity of that
emotion in the robot movement (Figure 5.2). We chose to collect the participants’
perceptions using a set of Likert scales to allow for multiple emotions to be seen at
different intensities in the same robot movement. This also allowed for no or very
little emotion to be seen in a movement, as opposed to other question styles that may
force the participant to choose a single emotion seen in a movement.

Before this set of 10 questions, each participant confirmed consent to participate
in the study and saw a training video (not from the 224 videos) to practice answering
the Likert questions. At the end of the survey, we asked a series of demographic
questions, including age, gender, ethnicity, and familiarity with robots.

To determine whether a movement on Quori is perceived as conveying the same
emotion as a similar human movement (Table 5.1), we needed to determine the
movement properties with which a particular emotion was associated from our survey
results. We first grouped the movements by value for a specific property. For the

first property, we compared whether emotions were perceived differently between
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Question 1 out of 10

The video may take up to 10 seconds to load, please wait for it to load completely before
pressing the play button.

» 0:00/0:05

How much is the robot expressing each emotion?

z
2

Slightly Somewhat  Moderately Intensely

Happiness O O O O @]
Sadness O O O O o
Fear O O O O o
Disgust O O O O @]
Anger O @] O O O
Surprise O @] O O O
Interest O O @] O O
Neutral O @) @] @] @]

Figure 5.2: Each participant saw 10 randomly chosen videos out 224 and answered a
set of Likert questions about their perception of emotion in the robot movement.

movements with the torso forward and those with the torso backward. To allow for
the same participant to see multiple movements from the same group, we performed
a Friedman test with a Neymeni post hoc that included a blocking variable (the
participant). For each emotion, we compared the Likert values (as ordinal categorical
variables) between groups. The result of this statistical test was a p-value, with
a value below 0.05 indicating that the two groups were significantly different. We

repeated these comparisons for each property.

34



5. Affective Nonverbal Feedback

Movement Generation Results

The results of comparing the distribution between values in each property are shown
in Table 5.3. This table combines two types of information: (1) the results of the
significant survey with p-values below 0.05 and (2) the information from the literature
review (Table 5.1).

We see that certain emotions have many more significant results from the survey
than others (black, unitalicized text). Surprise and Sadness each have many properties
with significant results; Happiness and Fear have few properties; and Disgust, Anger,
Interest, and Neutral have either one or no discriminating properties. This may point
to the need for additional DOF or variety in the robot movements to display these
emotions perceptibly. It may also indicate that emotions that had few significant
properties are generally more difficult to recognize due to the variety of their expression
in humans due to cultural or contextual differences.

We were interested to see where the results of the survey and the literature agreed
and disagreed. As seen by the large number of green squares in the table, there were
many cases where these two agreed, especially in the end position of the arms and the
torso end position. Only in one case did the two disagree (red background), which is
the end position of the arms to display Interest. This disagreement could be due to the
large variety of behaviors associated with the human display of Interest. For example,
raising one’s hand (arm position high) and reaching out to shake someone’s hand

(arm position forward) could be considered displaying Interest in specific situations.

5.1.3 Movement Generation Discussion

We presented a user-driven approach to evaluate perceived emotion in a large set of
nonverbal behaviors on the humanoid robot Quori. We compared the results of our
survey with human torso and arm movements in the literature that are shown to
be associated with emotions and illustrated many parallels. We found that certain
movement properties, such as the torso leaning backward or the arms ending high,
are associated with particular emotions. We describe our implementation of these
movements to generate affective movements with the robot in Section 5.3.1.

A possible limitation of this work is that the simulated robot used here may have

a different effect compared to the physically present robot. Despite this limitation,
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Table 5.3: The value in each cell indicates the value of the property (Table 5.2) that
was either described in the literature (Table 5.1) to be associated with a particular
emotion (blue, italicized text) and/or had the highest Likert score compared to
movements with a different value of that property (black, unitalicized text).

Literature and Literature and
Key: .
Survey agree Survey disagree
Survey Literature
Torso End Torso Degree Torso Speed
Happiness Backward
Sadness Forwa;(ir(;)a;d().om) Large (p = 0.001)
Fear Backward Fast (p = 0.073)
Disgust Backward Fast (p = 0.007)
Anger Forward
Surprise Backw;z(cikg)ardo.om) Large (p = 0.01)
Interest
Neutral
(Arm) Symmetry (Right) Arm End (Right) Arm Speed
Symmetric .
Happiness (;,: 0.037) High (p — 0.001)
. High
Symmetric
Forward, Sides
Sadness (p = 0.001) Slow (p = 0.004)
Forward, Sides, High
Forward
Fear (p = 0.001)
Forward, Sides, High
Disgust Forward
Anger Forward Fast
Surprise (S;frilrglzcgé(): High ([I}Z.g_ho'om) Fast (p = 0.005)
High, Forward
Interest (p = 0.002)
Sides
Neutral
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our work showed strong correlations between what is found in the literature and how

people perceive emotion in our humanoid robot.

5.2 Sorting Game Task Design

o 00 000 0 00 000 @ Q2 22Q
¢ 06 000 B8 B8 BBB 8 28 2ag
¢ 66 0006 0 00 000 2 Q2 QN
o 00000 0 | 00/000 @ Q2 222
6 |66 |0066 B ©86 BBO| 8 88 288
¢ 606 000 08 00 000 2 Q2 N
0 00 000 0 00 000 3 Q2B 21 8 @
& 66 060 B8 B0 BBB @ 233 232
¢ 00 000 0 00 0080 Q2 Q2 QN

Figure 5.3: All 81 cards (left) in the sorting game (right) belong in one of two bins.

To test the effect of affective behavior on learning, we first created an educational
task, specifically a sorting game. In this game (Figure 5.3), there is a rule that defines
which cards belong in which of two bins (left or right). The purpose of the game is for
players to sort a series of cards and infer the rule based on discovering which cards
belong in which bin. The cards (taken from the game Set') have 4 properties (color,
number, shading, and shape), and each property has 3 possible values, resulting in a
total of 81 cards.

The set of all possible rules is very large, but only some of those rules are reasonable
for a human to understand. For example, a rule that randomly sorts cards into the
two bins would be technically possible, but there is no pattern for a human to infer.
Humans tend to see patterns even in random events (apophenia) and tend to make
generalizations based on a small sample group [29].

We therefore define rules of two different forms, which we will call easy and
difficult, which have clear patterns for the human to recognize. An easy rule sorts
cards based on a single property; for example, “all diamonds go in the left bin and
all squiggles/ovals go in the right bin” uses the shape property. A difficult rule sorts

cards based on two properties; for example, “all red diamonds and green/purple

Thttps://www.setgame.com /welcome
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ovals/squiggles go in the left bin and green/purple diamonds go in the right bin” uses
both the shape and color properties. We did not choose rules with more complex
patterns than difficult rules because we believed it would be difficult for a human
to infer a greater rule complexity with the limited number of cards they would be

presented with.

5.2.1 Example Rule Inference Process

For example, consider the rule “all green cards belong in the left bin, and all others in
the right bin” and see how a human could infer this rule. Throughout this example,
for simplicity we assume that the human considers only easy rules. If the first card
the player sees is green-one-diamond-solid (top row, Figure 5.4), they have no prior
information about the rule and will simply guess a bin randomly. From the rule, we
know that the card actually belongs in the left bin, and the game will indicate that

as the correct placement.

Many easy rules

Left: Left: green,
purple/green,  Right:
Right:red  purple/red

Left: green, Right:
purple/red

Figure 5.4: Example of how a human could infer the rule that states “all green cards
belong in the left bin, and all others in the right bin”

When the next card, for example, red-one-diamond-solid (middle row, Figure 5.4),
is shown to the player, they still do not have a clear idea as to the rule, but let us say
that they guess that the rule is “all diamonds in the left bin, all others in the right
bin.” Using their guess of the rule, they will sort this card into the left bin. However,

the true placement is in the right bin and the game will indicate as such. Now the
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player has a clearer model of the rule. They will see from the first two cards that the
only property that can define the rule is color. In fact there are only two possibilities
as to the easy rule, shown in the thought bubble in middle row of Figure 5.4.

If the next card presented is ‘purple-two-diamond-striped’ (bottom row, Figure
5.4), the player still has an equal chance of getting this question correct, since the
two possible rules sort the card into two different bins. However, after the game
indicates the correct placement of the card (right bin), the player can now infer the
rule, having eliminated the first possible rule. They should now be able to sort every
following card correctly and only needed those three cards to correctly infer the rule.

There are three important takeaways from this example. First, when the list of
possible rules is only of the easy variety, it is much simpler to keep track of and
eliminate possible rules, when given example cards. Looking at difficult rules as well,
we anticipated that this process would be more difficult for humans and that it would
take longer for them to learn the rule. The second is the importance of the order in
which the cards are presented to the players. Certain cards will be more informative
than others when it comes to eliminating possible rules, and uninformative cards
can lead to it taking much longer to learn the rule. In the next section, we discuss
how to generate an ‘optimal’ card order that will try to help students as much as
possible in learning the rule quickly. And finally, the player is essentially guessing
a bin randomly for the first few cards, so it may be advantageous to give them a
head start by sorting the first few cards so that the accuracy of their sorting is more

correlated with their learning of the rule.

5.2.2 Choosing a Card Order

This game was constructed so that players could see a series of cards, which helped
them to learn the rule. We designed an algorithm to choose an informative card
order to present to players that maximizes information gain (Algorithm 1). We first
define a set of hypotheses that contains all possible rules that are of the easy (24) or
difficult (432) form, for a total of 456 possible rules.

Given a rule to be learned, the algorithm begins by looking at all the cards that
have not yet been played and finds the number of hypotheses eliminated by each
card. A card eliminates a hypothesis if the true rule and the hypothesis sort the card
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Algorithm 1 Generating a card order to maximize the number eliminated hypotheses
to learn a rule

1 r,N > True rule, Number of cards to generate
2: H="=H,C > All easy hypotheses, all cards
3: 9 > Card order
4: if [H| =0 then
5: H="Hq > Add in difficult hypotheses only if all easy have been eliminated
6: end if
7. for i € {1,2,3,..., N} do
8: for ce C do
9: He + f(r,H) > Hypotheses eliminated by ¢
10: qc < |7_[c|
11: end for
12: m 4— maxe ¢ > Max hypotheses eliminated
13: Cm < {c €Cs.t.qc =m} > Cards eliminating max hypotheses
14: if |Cpy| =1 then
15: d ey, > Pick best card
16: else
17: de€g(Cn,Q,r) > Card sorted into bin with least cards
18: end if
19: Q«+ [Q,] > Add to card order
20: C < C\c > Remove chosen card from possible cards
21: H <+ H \He > Remove hypotheses eliminated by card
22: end for

into different bins (Lines 8-10). Next, we find the maximum number of hypotheses

eliminated by a card (Line 12).

If only one card eliminates this maximum number, it is chosen to be presented
to the player (Lines 14-15). If multiple cards eliminate the maximum number of
hypotheses (Lines 16-17), we then choose a card randomly from the choices, where
the probability of choosing a card is based on the number of cards we have already
seen that belong in each bin. This ensures that the number of cards in each bin is
roughly balanced for the entire card order, and the player is less likely to receive

several cards in a row that belong in one bin.

After choosing the ‘most informative’ card, it is added to the card order for
the rule, it is removed from the set of remaining cards, and all hypotheses that it
eliminates are removed from the set of hypotheses (Lines 19-21). The process is

repeated by evaluating all remaining cards against the remaining hypotheses to choose
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the next most informative card. Note that we initialize the set of hypotheses to be
considered as all the easy hypotheses, and we only add the difficult hypotheses if all
the easy hypotheses have been eliminated (Lines 4-5).

In both the rule inference process and the card order algorithm in Lines 4-5, we
make the assumption that the human will consider only difficult hypotheses when all
easy hypotheses have been eliminated. We initially did not include this assumption
when generating the card order for the following study. When we saw the results in
Figure 5.7, the way humans performed did not match how we assumed they would.
We then added this assumption of only considering easy hypotheses first into the
learner model, resulting in a prediction of results much closer to how people performed.
This means that the card order generated for the user study was not truly an ‘optimal’
order, but was ‘optimal’ considering our incorrect assumption of the way humans
would eliminate rules. In the remainder of this chapter, we will call optimal the
learning model/card order that takes the easy hypotheses into account first, and the
suboptimal the learning model/card order that assumes that all easy and difficult
hypotheses are taken into account at the beginning of the learning process.

This method of choosing cards is specifically designed to mimic how we believe
people would play this game. We hypothesized that they would have certain beliefs
about the possible rules and that as cards are presented, they would remove rules
from that set as those rules are violated. Choosing a card order based on removing
the most hypotheses the fastest should allow the players to quickly arrive at the true

rule.

5.2.3 Learner Model

Once we developed the card order algorithm, we could use the underlying assumed
human inference process to define a learner model for how a player would learn the
rule. This allowed us to simulate how we thought people would perform given a rule
and compare these simulated results to the actual human results.

When a simulated learner sees a card, they look at all the remaining hypotheses
and choose the bin to which the card belongs by choosing a hypothesis randomly
from that set. After seeing the true sorting of a card, the simulated learner will

eliminate all hypotheses that incorrectly sort that card from their set of remaining
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hypotheses. With a smaller set of hypotheses, the simulated learner should improve
over time, eliminating hypotheses after each card is revealed in its correct place, until
only the correct rule remains. Being able to simulate how learners will play this game
allowed us to compare this modeled performance to how humans actually learned
the same rule, and validate the assumptions made when generating an ‘optimal’ card
order. Note that we are ignoring possible human biases here, such as having a bias
towards rules based on color rather than shape. We compared how simulated learners
and actual human learners performed with a fixed card order and sorting rule in the
following user study as a way to validate our learning model. Note again that we
implemented the suboptimal learning model for the study, but we used the optimal
learning model for our post hoc analysis, so our simulated results matched the actual

results more closely.

5.3 Affective Nonverbal Feedback User Study

The goal of this user study was to determine whether the robot’s affective feedback
had a positive impact on human learning during this card sorting task. We compared
feedback between neutral behavior (no nonverbal reaction to correct/incorrect re-
sponses) and matching affective behavior (happy reaction to correct responses and

sad reaction to incorrect responses). Our hypotheses were as follows:

* H1: Participants will learn the rule better with the matching affective robot.

* H2: Participants will have a more positive subjective experience of the game
with the matching affective robot (more engaged, lower perceived game difficulty,

higher perceived learning).

* H3: Participants will have a more positive perception of the matching affective
robot (higher intelligence and animacy).
5.3.1 Affective Nonverbal Feedback Study Design

Robot Feedback

We designed two types of nonverbal robot behaviors for this study — neutral and

matching affective. The behaviors were implemented using a Gazebo [50] simulation of
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Quori [87]. For the neutral behavior, the robot performed a slight random movement
of its joints. This was also used while the participant was deciding what to do during
the game. We chose to have the neutral robot move and not remain stationary to
still impart some animacy to the robot, so the differences we saw would be based
on the matching affective behaviors rather than whether the robot was moving at
all. For the matching affective behavior, we wanted the robot to display an emotion
that was correlated with the correctness of the participant’s guess. We used the
correlations found in Section 5.1 to determine how the robot should move. Specifically,
happiness was correlated with backward torso movement and symmetric arm raising,
and sadness was correlated with forward torso movement and slow movement of one
arm forward. We used these results to design nonverbal movements for Quori for
correct (happiness) and incorrect (sadness) answers.

After the participant chose a bin to place the card, the robot turned toward the
correct bin (turning only slightly in the neutral behavior), performed the nonverbal
movement (neutral, happiness, or sadness), displayed text feedback, and returned to
a neutral position. We generated a few slightly different movements for the correct
and incorrect cases to have more variety in the movement options. We also generated
a few slightly different phrases for the displayed text feedback. Some examples of

feedback for correct answers and incorrect answers are:

* Correct: Nice work; Good thinking; Great work

* Incorrect: Hmm, not quite; Maybe think about the pattern in a different way
Figure 5.5 shows example screenshots from feedback videos when the correct bin
is the left bin. The text feedback appears and the robot turns towards the correct bin
(left) in all cases. In the neutral condition, the robot moves slightly and it performs
larger movements in the matching affective condition. Text feedback appears in all
cases, so participants would have no confusion as to whether their choice was correct,

and any differences in performance would be solely due to the movement of the robot.

Demonstration and Trial Phases

Each round in the study consisted of two phases: the demonstration phase and the
trial phase. In the demonstration phase, participants first saw two demonstration

cards, determined by the suboptimal card order generation method (Section 5.2.2).
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Figure 5.5: Example screenshots of the neutral and matching affective conditions
when the correct bin is the left bin.

The participants were told that the robot would demonstrate where the two cards
belonged according to the rule. This gave them a head start in learning the rule and
established the robot as a teacher who would help them learn the rule. They were not

told the difficulty options for the rule or which difficulty they were presented with.

In the trial phase (Figure 5.6), participants dragged a card from the gray staging
area to the bin to which they believed it belonged (they could move it from one bin
to another if they changed their mind). After clicking the “Submit Choice” button,
the robot provided feedback (as discussed above) on their choice through a video,
moved the card to the correct bin if it had been placed incorrectly, and then the
next trial loaded. As the participant played the game, the cards previously seen (in
demonstrations or previous trials) remained visible in the correct bins. This process

repeated for 8 trial cards.
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Submit Choice

Figure 5.6: In the trial phase, the participant dragged the card from the gray area to
one of the two bins. After clicking the “Submit Choice” button, the robot provided
feedback on their choice and moved the card to the correct bin, if it was placed
incorrectly.

5.3.2 Experimental Design

This experiment had two independent variables: difficulty (a choice of easy and
difficult) and feedback (neutral and matching affective). Each participant played two
rounds of the game. The participants saw either easy or difficult, and either neutral
or matching affective for their first round (4 options). They then saw the other rule
and either neutral and matching affective for their second round (2 options). This
produced 8 conditions, which were designed to avoid any ordering effects. We treated
the two rounds each participant played as independent trials. The easy and difficult

rules (below) were the same for all players.

* Easy: Diamonds on the left, all others on the right
* Difficult: green-one, red/purple on the left, green-two/three on the right

The easy rule involved one property (shape) and the difficult rule involved two
properties, color and number. All players saw a fixed card order for the two rules
(see Figure 5.7 for the specific cards shown).

Participants completed a survey at the end of each round consisting of 5-point
Likert questions to evaluate their experience. Game-related questions are listed below

with scales from strongly disagree to strongly agree:

* (Engagement) I enjoyed playing the game
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* (Perceived Difficulty) I thought this game was difficult

* (Perceived Learning) I feel that I learned the game well.
Questions related to the robot were taken from the Godspeed Questionnaire [8] and
included 3 questions related to animacy and 2 related to intelligence. We treated
these qualitative measures as numeric data with the lowest level as 0 and the highest
level as 4. We averaged the 3 animacy questions to get an average animacy as well
as the 2 intelligence questions to get an average intelligence. We also included an

optional area for free-form feedback.

5.3.3 Affective Nonverbal Feedback Results

For this study, we recruited 160 participants on Prolific, who identified as 70% Female,
28% Male, 2% Other. Most were not at all, slightly, or moderately familiar with
robots and had a bachelor’s degree or less. Out of the 320 rounds, we removed the
4 outliers with an accuracy below 2/8 (2.67 standard deviations from the average

accuracy).

Easy: diamonds on left, all others on right

| |

I
N
w

o v
N o
[V 1

Accuracy
o
w
o

o
N
w

—+— Learner Model
—— Human Learner

¢¢¢ (66| [00] [eB8l [ ¢ | [ 0] [00O

—— Learner Model
—t Human Learner

o
=3
S

-0.25

o flo ] [o]

I
N
v

Accuracy
© o
w ~ o
o w o

o
N
o

eE3
22/[2R)] [ @] oog [ &] [oo] [QQ] [eeg [227 (22

Figure 5.7: Participant performance compared to simulated learners for the easy and
difficult rule. Demonstration cards and trial cards are shown, and the title of each
plot indicates the rule being learned.
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Figure 5.7 plots the average participants’ performance for each of the 8 trial cards,
separated by rule difficulty. One standard deviation around the mean is shown in
the graph as well as the result of 80 simulated learners using the optimal learner
model from Section 5.2.3. The variation in the simulated learners is because the
learner chose a random hypothesis from its set of remaining hypotheses when deciding
how to sort a previously unseen card. This random choice is what leads to simulated
learners having different performances.

We can see that for the easy rule, participants seem to learn the rule around trial
card 6, as the accuracy approaches 1 in that trial. In contrast, for the difficult rule,
participants seemed to improve performance over time, but did not reach the high
accuracy achieved with the easy rule. In fact, performance seemed to decline in later
trials, though the standard deviation is quite large.

We also compared human performance with that of simulated learners. The
simulated learners learned the easy rule faster than the human learners as their
accuracy approached 1 after seeing 2-3 of the trial cards. For the difficult rule, the
human learners and the simulated learners followed similar patterns of increased
accuracy, followed by a dip at around trial cards 4-5. This dip could be due to the
fact that the card shown was an “exception” to the easy rule that the participant had
in their mental model, but since the true rule was difficult, they sorted it incorrectly
and were then forced to consider the difficult rules. The human learners seemed to
decrease in performance for the latter cards while the simulated learners learned the
rule with 100% accuracy at around trial cards 5-6. This difference in performance
could be due to the humans forgetting aspects of the rule (simulated learners have
perfect recall of the hypotheses remaining) or fatigue/disinterest by the end of the
round. It also could be that people were considering even more complex rules, perhaps

considering rules that varied 3 different properties.

Improved Learning

We conducted two-way ANOVA tests with the two independent variables (difficulty

and feedback). Figure 5.8 illustrates the results with significant differences marked.

An objective measure of performance in the game is the accuracy in the trials,

which can be a proxy for learning. The accuracy significantly dropped when the
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Figure 5.8: Two-way ANOVA tests with significant results indicated. The asterisks
indicate a significance of p < 0.05.

difficulty of the rule increased (F(1,312) = 543.23,p < 0.001), which is intuitive.
However, more importantly is the result that participants who viewed the matching
affective robot feedback had a significant increase in accuracy over the neutral feedback
(F(1,312) = 4.28,p < 0.05), shown in the top row of Figure 5.8.

The interaction between the two independent variables was also significant
(F(1,312) = 4.04,p < 0.05), which supports a dependence between difficulty and
feedback when determining accuracy. We performed further analysis with a Tukey
test, shown in Table 5.4. An interesting result was that accuracy was significantly
different for the difficult rule between the two robot types, but that same trend was
not seen for the easy rule. This indicated that the matching affective behavior of the

robot aided more when the rule was difficult compared to when it was easy.

An alternate explanation for this result is that the matching affective robot
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Table 5.4: Tukey Post-hoc test results on accuracy. Significant differences when
holding one variable constant and varying the other variable are shown at the
p < 0.05 (*) and p < 0.01 (**) levels.

Neutral vs. Matching Easy vs. Difficult
Easy Neutral ok
Difficult * Matching ok

engaged the participants more with more movement and caused them to pay more
attention to the game and learn the rule better. To test this, we first developed
nonmatching affective behavior, where the affect displayed by the robot was opposite
to the context. If the participant answered the question correctly, the robot would
say a positive message such as ‘Nice work!” but the movement it performed would
correspond to the sad affect.

If we found the same difference in accuracy with the nonmatching affective robot,
then we could conclude that the improvement in accuracy was due to the increased
movement rather than the matching affect. We developed a secondary study that
compared neutral to nonmatching affective using the same methodology as our
primary study. We found no significance in accuracy in this secondary study, so we
can conclude that the matching aspect is vital to the improvement in accuracy, not

just the increase in overall movement.

Subjective Experience of the the Game

Participants felt they learned better (F'(1,312) = 146.76,p < 0.001), were more en-
gaged (F'(1,312) = 21.04,p < 0.001), and the rule was easier (F(1,312) = 161.22,p <
0.001) with the easy rule compared to the difficult rule. With the matching affective

robot, participants perceived the difficulty as lower (Figure 5.8), compared to the
neutral robot (F'(1,312) = 3.60,p < 0.05).

Subjective View of the Robot

Participants did not have clear subjective opinion differences about the robots.
Although they viewed the matching affective robot as more animate, this difference

was not statistically significant.
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5.3.4 Affective Nonverbal Feedback Discussion

We have support for H1, as the accuracy with the matching affective robot was
significantly higher than with the neutral robot. The matching affective movements
of the robot seemed to help in learning the rule, and this same effect was not
observed with the nonmatching affective movements. Although both robots were
communicating the same information about the task (whether the previous card
was sorted correctly), the nonverbal robot movements helped the participants learn
the rule better. Our post hoc analysis of the interaction effect gives us additional
information that this assistance from affective feedback is particularly useful with a
higher task difficulty. This indicates that nonverbal behavior can improve objective
task performance.

We also have partial support for H2, as participants had a lower perceived difficulty
with the matching affective robot. The rule seemed easier even if actual difficulty
was not higher, another indication that the robot’s nonverbal behavior seemed to
help in the learning process. One possible explanation for this is that the nonverbal
behaviors temper the frustration that participants felt when learning the rule was
difficult. Including matching affective movements, therefore, can not only help with
task performance but can also improve subjective experience.

We did not find support for H3, as participants did not report a significantly
different perception of the two robots. We however show in the following chapter that
having a physical robot providing affective feedback does have the desired impact of
an improvement in the perception of the robot.

Lastly, when examining the qualitative responses that people provided after each
sorting game round, we can see that some people did not see differences in the neutral
and matching affective robots, but they still had a better performance with the
matching affective. But some participants did mention that they saw the matching
affective movements as happy or sad (depending on the situation), saying that the
felt the robot was ‘celebrating” with them after a correct answer. This shows us that
even if the robot’s nonverbal behavior is not consciously noticed, it can still have a
positive impact on the human’s performance.

In the next chapter, we address the limitations of this work in two ways. By taking

a more complicated task that has more opportunities for nuanced context (beyond
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simply correct vs. incorrect), the robot will have more opportunities to personalize
its behavior. By performing a study in an in-person setting, we can leverage the
improved impact of real-time feedback, and we also improve the nonverbal feedback

by implementing facial expressions on the robot.
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Summary: Different people respond to feedback and guidance in different ways.
Their preferences may even change depending on their mood, fatigue, physical health,
etc. We present a robot exercise coach that provides both verbal and nonverbal
feedback. We first introduce an exercise evaluation method where the camera feed
from the robot is used to evaluate how well people perform exercises. We then present
a multimodal feedback controller that uses the exercise evaluation to respond with
verbal and nonverbal feedback in different styles (firm and encouraging). We also
evaluate people’s preferences for the frequency of verbal and nonverbal feedback
during exercise to determine the appropriate feedback cadence for the robot. Our user
study found that participants have significantly different performances and subjective
experiences with the different styles. These results show that varying feedback styles
has an impact and builds the basis for a robot that adapts its style in real time to
personalize to the individual presented in Chapter 7.

The contents of this chapter were published in [42, 43].

6.1 Exercise Evaluation

For the robot to provide relevant real-time feedback, it needs to analyze the exercises
the human performs. We chose two exercises, bicep curls and lateral raises (Figure 6.1,
because they are upper body exercises and have simpler form corrections compared
to more complex exercises, such as squats or lunges. However, the methodology that

we present is generalizable to other strength training exercises.
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Figure 6.1: Bicep curls (left) and lateral raises (right)

The camera mounted on the robot Quori is the Orbbec Astra Mini'. We use the
Mediapipe library® to get 3D joint positions (left elbow, right elbow, etc.) from the
camera feed. We then compute the angles between three different positions on the
body that are relevant for the exercises. The combinations we chose for these two
exercises are: (shoulder - elbow - wrist) and (hip - shoulder - elbow). The robot
computes these angles along specific axes (xy, yz, and xz) and for the left and right
sides, resulting in a total of 2(3)(2) = 12 angles. We chose to use the 2D angles, as

they result in less noise than a computed 3D angle.

An example of the angles calculated for several sets of bicep curls is shown in
Figure 6.2. The repeated pattern at certain angles is clear, especially in the shoulder-
elbow-wrist-xy angles, where the elbow angle increases when the forearm extends
down and decreases when the forearm moves upward. We also see similar patterns at
various angles for lateral raises, where the shoulder angle increases as the arm raises
and decreases as the arm lowers.

We divide the exercise evaluation process into two steps: segmentation and
comparison. The segmentation step determines the start and end of a repetition of
the exercise. The comparison step compares each repetition to recorded reference

demonstrations of the exercise, so that the robot can provide corrective feedback.

Thttps://shop.orbbec3d.com/Astra-Mini-S
2https://pypi.org/project /mediapipe/
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Figure 6.2: Angles computed during bicep curls

6.1.1 Segmentation

Given a series of bicep curls (Figure 6.2), the robot must find where each rep starts
and ends. We first need to determine the angles used to segment the reps. For
example, the hip-shoulder-elbow-xy angle is not informative, but the shoulder-elbow-
wrist-xz angle is (due to the human’s positioning in relation to the camera and the
nature of the exercise). Examining the data, we chose to segment based on both the
hip-shoulder-elbow-xz and shoulder-elbow-wrist-xz, for both the left and right sides.

The algorithm for segmenting the joints is based on finding peaks in the gradients
of the chosen angles, where people change the direction of their arms. After finding
the peaks, the algorithm performs some additional checks to ensure that peaks found
are not too close together and correspond to the same point in the rep (e.g. the

beginning rather than the end of a rep). The results of such a segmentation are
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shown in Figure 6.3 for one of the angles. This algorithm is able to find the end of
one rep and the beginning of the next rep in real-time. This method is not 100%
accurate, sometimes finding false positives and false negatives. However, since the
robot does not give corrective feedback after every repetition, any mistakes in the

robot’s feedback (based on a pattern of behavior rather than one rep) are not evident
from the robot’s feedback (our main focus).
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Figure 6.3: One of the bicep curl angles segmented into repetitions with the alternating
solid blue and dashed green colors indicating where the segmentation method found
the end of one rep and the beginning of another

6.1.2 Comparison to References

After the robot isolates a repetition, it evaluates how well it was performed. To do
this, it needs some baselines to use for comparison. We recorded a set of reference
demonstrations and ran the segmentation algorithm to obtain a series of reference reps
for each exercise. We used demonstrations from three different individuals (researchers
associated with the laboratory) who had varying exercise experiences to form this set.
This allowed for some natural variation to be included in the demonstration set, as
each person may perform the exercises slightly differently but not less correctly.

Each reference rep is labeled either good or bad. Demonstrations include bad
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form executions of the exercise, with specific common mistakes, so that if a new rep
matches a bad reference, the robot will have a concrete suggestion to make to fix
the issue. For example, if a new rep matches a reference labeled with ‘low range of
motion on the shoulder joint’ for lateral raises, the robot can tell the individual to
raise their arms to 90°.

The robot splits the angles of interest for the exercise into groups: right elbow, right
shoulder, left elbow, and left shoulder. The robot evaluates each group individually.
It compares to references for each group, which allows someone to perform the motion
of their right elbow during bicep curls similar to one reference and their left elbow
similar to another.

The exercise coach compares new repetitions with references in two ways. First, it
compares the speed: is the new repetition fast or slow? If the length of the new rep is
within 3 seconds of the average good reference length for that exercise (approximately
within 2 standard deviations of the reference length distribution), the robot concludes
that it has good speed. Otherwise, it concludes that it is either too slow or too fast.

Second, the robot compares the form: is the new rep close in form to the references?
Even if two reps have different time scales (one is slower/faster), their overall shape
can still be similar. We use the Fast Dynamic Time Warping (DTW) algorithm [77]
to calculate the distances between the new repetition and each reference and take
the minimum distance to be the closest reference.

Given the calculated minimum distance, we still need to determine whether that
distance is close enough to conclude that the new rep has the same label as the closest
reference. To do this, we look at the distribution of pairwise distances between reps
in our demonstration set that had the same label and different labels. Naturally,
comparing two reps that had the same label would result in a lower DT'W distance
than comparing two reps with different labels, but due to the natural variation in
how people perform exercises, the distance between two reps with the same label
is typically not zero. Looking at those distributions for both exercises, we set the
primary thresholds to 1500 for bicep curls and 1700 for lateral raises. This means
that when comparing a new rep to a rep in the demonstration set, we conclude that
it has the same label as a demonstration rep if the distance between the two is less
than the primary threshold for that exercise. We also have a secondary threshold of

2000 for the case when the new rep is ‘somewhat close’ to a reference.
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Due to computation limitations and the large set of demonstrations (approximately
40 reps per exercise), it was not feasible for the robot to compare each new rep to
all 40 demonstrations in real time. Instead we chose a few random demonstrations
from the demonstration set from each label to compare the new rep to, thus allowing
the robot to complete the comparisons in a timely manner and respond to the
human in real-time. There is a trade-off between the accuracy of evaluation (using
more demonstrations for comparison) and the timeliness of the feedback (using less
demonstrations for comparison), and we experimentally determined the most number
of comparisons we could make before compromising the speed of the robot’s response.
In practice, we found that around 3 comparisons per label (9 comparisons total per
repetition) allowed timely feedback by the robot 3.

Table 6.1 shows the correspondence between the distance to the closest reference,
the corrective feedback, and the numeric evaluation given to the joint group. If the
minimum numeric evaluation over all joint groups is greater than or equal to 0, we say
that the repetition has overall good form. In the next section, we will use patterns in
the overall evaluation as well as patterns in specific mistakes the human makes to

determine the appropriate feedback for the robot to give.

Table 6.1: Correspondence between the corrective feedback, numeric evaluation, and
the distance to the closest reference

Closest P]?ii:zy Se]é))c(:rll(()iV;ry Corrective  Numeric
Reference Threshold Threshold Feedback Evaluation
Good Yes Yes Good 1
Good No Yes Ok
Good No No Bad -1
Specific
Bad Yes Yes Foedback -1
Bad No No Bad -1

3Quori has a nuc8i7hvk: Intel CoreTM i7-8809G Processor with RadeonTM RX Vega M GH
graphics (8M Cache, up to 4.20 GHz). It has a 500 GB SSD and 16 GB of RAM
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6.2 Feedback Generation

Once the robot evaluates a new repetition, it should react in a multimodal way. Two
domain experts? provided guidance on the appropriate types of verbal and nonverbal

feedback. Based on their suggestions, we designed a controller that reacts to the

feedback generated by the exercise evaluation with three different feedback styles.

Table 6.2: Examples of verbal and nonverbal feedback to different situations for the
three feedback styles. The neutral style does not have verbal feedback while the

human is exercising.

Firm

Evaluation Verbal

Nonverbal

Last 2 reps slow Try to speed up

Focus on getting a full
range of motion in
your elbows

Last 2 reps low
range of motion

Last 2 reps good

55% sad, lean
forward slightly

55% sad, lean
forward slightly

52.5% happy, small

were slow

large backward torso

. Nice speed,
speed, previous 2 leeh ooin upward arms,
were slow P 8018 small backward torso
Encouraging Neutral

Evaluation Verbal Nonverbal Nonverbal

Nice job, can you speed up a 257 sad,‘lean 10% happy,
Last 2 reps slow . forward slightly random neutral

little on the next few?

less than firm movement

Last 2 reps low You are doing great, t.ry tF) get 25% Sad,‘lean 10% happy,
. a full range of motion in forward slightly random neutral

range of motion

your elbows. less than firm movement

Last 2 reps good 77.5% happy, large 10% happy,
speed, previous 2 Nice job, great speed! upward arms, random neutral

movement

4Ayotoni Aroyo, ACSM-CPT (Exercise Physiologist and Physical Activity Lead at Emory
University’s Cognitive Empowerment Program) and Gustavo J Almeida, PT, Ph.D. (UT Health

San Antonio)
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The first as a neutral, baseline coach. This robot style does not respond to the
exercise evaluation and serves as a baseline to determine whether people respond well
to the contextually specific feedback provided by the other two styles.

The second coach has a firm style with minimal encouragement. And the third
robot coach has an encouraging style withe encouragement included in all its
feedback. For these two styles, the robot provides verbal and nonverbal feedback as
the human exercises. The feedback these styles choose is based on the evaluation case,
the exercise being performed, and how long it has been since the robot has spoken.

Table 6.2 includes examples of verbal and nonverbal feedback in a few situations
for the three feedback styles. The following subsections explain how we generate
the three modalities (verbal, face, and body) that Quori uses to react and how the

feedback controller interacts with those modalities.

6.2.1 Verbal

We first determined how the robot should give verbal feedback during an exercise

session. After discussions with our domain experts, we decided on 3 categories of
verbal feedback:

1. Positive - a; good evals or as good speed in a row
2. Negative - 81 bad evals with the same message or f, fast/slow in a row

3. Improvement - 3; bad evals with the same message followed by a good eval or

Bo fast/slow in a row followed by a good speed

where a1, as, 81, B2 are values to be determined in Section 6.3, where we explore the
appropriate feedback cadence for the robot.

The robot gives positive or negative feedback only if it sees a pattern (good or
bad) in human behavior. We chose to structure the feedback in this way because our
domain experts indicated the importance of ensuring that the robot sees a pattern
before intervening. Additionally, they emphasized the importance of rewarding an
improvement of behavior (third item above), so that the human knows that they have
successfully incorporated the robot’s correction.

The robot gives priority to form-related feedback over speed-related feedback,

so when multiple feedback cases are detected by the exercise evaluation, the robot
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chooses what to say according to that priority. Additionally, the robot only says a
message if it has not finished a previous message 3 seconds prior (experimentally
determined) to not overwhelm the human with verbal feedback. Examples of specific
phrases generated for each of the feedback styles are included in Table 6.2. The firm
style does not have much encouragement and focuses on corrections and pushing
the exerciser to do more. This is a style indicated by the domain experts, but they
cautioned to not make a coaching style more strict than the firm style, as this
could be perceived negatively. The encouraging style uses encouragement to soften
corrections and leaves praise unqualified.

Google’s Text-to-Speech library is used to actually generate the voice for Quori.
We used an LLM to generate a large variety of responses that the robot could use.
The code used to generate responses is included in Appendix A.2. In the work in this
chapter, we only use a single fatigue level (low), but we use all three fatigue levels
in the work in Chapter 7, when we introduce fatigue estimation. Additionally, we
edited the responses provided by the LLM to remove duplicates and rephrase any

responses that had awkward phrasing or did not match the prompt well.

6.2.2 Face

The goal for face generation is to have a dynamic face that is not hyperrealistic (to
avoid the uncanny valley [63]) and that has the capability to display emotions at
varying levels (e.g., slightly happy vs. very happy). We chose to use an existing face
generation implementation® that takes an animator’s approach to generating the facial
expressions, by combining pulls from various facial muscles. Sliders for the six main
emotions (happy, sad, anger, surprise, disgust, and fear) can be combined with values
from 0% to 100% for each. Due to the musculature model, when the face transitions
between two specified emotions, it moves smoothly between them. Figure 6.4 shows
an example of the face that expresses happy and sad at two different levels (50% and
100%). We created our own Python implementation of this face that allowed us to
add an additional feature that was not part of the original work: blinking. The robot
face blinks with a randomized frequency, experimentally determined to have some

variation, but not to have too little or too much time between blinks.

Shttps://www.mand3l.com /portfolio/facemotion/ by Paul Mandel
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Table 6.2 shows examples of how the robot responds with facial expressions in the
different feedback styles. The facial expression levels were chosen by experimentation
and feedback from pilot participants. The firm style has a strong sad reaction to
accompany corrections. The encouraging style has a truly neutral facial expression
to accompany corrections (it has a 30% baseline happy expression, so this is still a
change). For positive feedback, the styles have similar reactions, but the encouraging

style has a more happy facial expression.

50% 100%
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Figure 6.4: An illustration of happy (top row) and sad (bottom row) at two different
levels of intensity: 50% (left column) and 100% (right column).

6.2.3 Body

We used the findings from Section 5.1 to create happy, sad, and neutral body
movements for the robot. When the robot moves neutrally, it moves its joints slightly

in a somewhat random fashion to appear alive and responsive. The robot moves
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both its arms upward and tilts its torso backward to display happiness, and tilts its
torso forward and moves its arms slightly forward at a slow speed to display sadness.
We detail the body movements utilized for the specific coaching styles in Table 6.2.
With the firm style, the robot leans forward more than the encouraging style when
displaying sadness. The encouraging robot lifts its arm more and leans backward
more than the firm robot when displaying happiness.

After each repetition, the robot reacts nonverbally (face and body) based on
whether a positive feedback case (happy reaction) or a negative one (sad reaction)
has occurred. When the robot reacts verbally (positive, negative, or improvement), it
will also react nonverbally (happy, sad, happy), but when the robot does not react
verbally, it chooses whether or not to react nonverbally. We explore the appropriate

cadence of nonverbal feedback in Section 6.3.

6.3 Feedback Cadence

In Section 6.2.1, we introduced 3 categories of verbal feedback (positive, negative,
and improvement). We also introduced robot nonverbal feedback. An important
question is what the frequency of the verbal and nonverbal feedback should be. As
this work focuses on helping older adults maintain their physical well-being, we look

especially at the preferences of older adults in this online user study.

Verbal Feedback: We define three different cadence levels for verbal feedback: low,
medium, and high. As explained in Section 6.2, we have three categories of verbal

feedback:

1. Positive - a; good evals or as good speed in a row

2. Negative - 1 bad evals with the same message or (5 fast/slow in a row

3. Improvement - #; bad evals with the same message followed by a good eval or

By fast/slow in a row followed by a good speed

where aq, ag, 1, B2 are all determined by which cadence level (low, medium, or high)
is chosen. We chose potential values (based on discussions with our experts) for each
parameter for {low, medium, high} verbal feedback: ay = {4,3,2}, ay = {5,4, 3},
61 =1{3,2,1}, and S = {4, 3,2}.
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Nonverbal Feedback: The robot’s nonverbal feedback has two forms: facial
expressions and body movements. When the robot does not utter anything verbally
after a rep, it has a choice of whether to react nonverbally. We wanted to test different
frequencies of reacting at these points in the session where the robot is silent. We
chose to test three different cadence levels of the nonverbal feedback. For the high
cadence, the robot always reacts positively or negatively; the robot reacts only 50%
of the time for the medium cadence; and it reacts only 25% of the time for the low
cadence. We chose these numerical values as they were distinguishable when tested

on the robot and represent a large variety of response frequencies.

6.3.1 Feedback Cadence User Study

Our user study tested the preferences of older adults for different levels of verbal and
nonverbal feedback. We focused our attention on preferences of older adults, but
future work could explore the preferences of other groups of interest, as we anticipate
feedback cadence preference to vary based on the population surveyed.

We chose to test the cadence levels of nonverbal feedback at or above the cadence
levels of verbal feedback to reduce the number of combinations of cadences to test.
For example, when the verbal cadence is high and the nonverbal cadence is low,
the robot would react verbally very frequently, so changes in the nonverbal cadence
(which only would change the feedback after the reps where the robot does not react
verbally) would be minimal. However, when the verbal cadence is low, there are
many opportunities for the nonverbal cadence to affect the number of nonverbal
reactions that the human sees, as there are many reps to which the robot does not

react verbally.

Table 6.3: Conditions tested in our feedback cadence study design

Nonverbal Cadence

Low Medium High

Low * * %
Verbal Cadence Medium * *
High *

63



6. Feedback Style Preferences

For each of the resulting six conditions (Table 6.3), we recorded one session of
bicep curls and one session of lateral raises. Each session consisted of a sequence of 4
good form/good speed, 3 low range form/good speed, 3 good form/slow, and 5 good
form/good speed, for a total of 15 reps. This resulted in a total of 12 videos (see

Figure 6.5 for a video screenshot), 2 per condition.

Figure 6.5: Screenshot for a video from the study with the human exerciser on the
left and the robot providing verbal and nonverbal feedback on the right.

Participants began this online study on Qualtrics with a consent form and demo-
graphic information. They read an explanation of the videos they would see in the
study that included a description of the two feedback modalities. They also completed
a training question that asked “Which of the following will the robot change as part
of its feedback?” where the required answer was selecting facial expressions, body
movements, and what the robot says. This question was intended to ensure that
participants paid attention to all aspects of the robot’s behavior.

They then saw one video per condition (randomly chosen between the two videos
in each condition), with the order of the videos randomized. After seeing each video,

the participants completed two sets of questions: one about their impressions of the
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robot’s verbal feedback and one about its nonverbal feedback. On a 5-pt scale from
strongly disagree to strongly agree, they evaluated the usefulness, clarity, timeliness,
and helpfulness of each type of feedback. They also had the option to explain their
choice in a free text format.
Our hypotheses were as follows:
* H1: Changing the verbal feedback cadence affects the participants’ view of the
verbal feedback.

* H2: Changing the nonverbal feedback cadence affects the participants’ view of
the nonverbal feedback.

* H3: Changing the verbal feedback cadence affects the participants’ view of the

nonverbal feedback.

* H4: Changing the nonverbal feedback cadence affects the participants’ view of
the verbal feedback.

Feedback Cadence Study Results

We recruited 100 online participants using Prolific, with a criterion of age greater
than 60, as we want to focus on older adults’ perceptions of the robot. We converted
the Likert-scale results into numeric values of 1-5 and performed a repeated measures
ANOVA with the verbal and nonverbal cadences as the two within-subjects conditions,
using the Greenhouse-Geisser corrected p-value. Where we found significance, we
then performed a pairwise post hoc test to determine which pairwise differences
between feedback cadence levels were significant. Figure 6.6 shows the results marked

with significant differences.

Usefulness: We did not find any significant effects in the robot’s perceived useful-

ness.

Clarity: We did find a significant difference in the perceived clarity of the robot’s
verbal feedback (p < 0.05, F'(2,198) = 3.26). Specifically, participants thought the
high verbal cadence was clearer than the medium verbal cadence.

We also found a significant difference in the perceived clarity of the robot’s
nonverbal feedback when changing its verbal feedback level (p < 0.01, F'(2,198) =
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Figure 6.6: Results of all Likert-style measures with perceptions of verbal feedback in
the first row and nonverbal feedback in the second row. Significant differences are
marked with one asterisk (p < 0.05) or two asterisks (p < 0.01). Each box plot shows
the interquartile range of the data, as well as the min and max of the data. The
mean is shown with a green triangle.

4.39). The participants saw the nonverbal feedback as less clear when paired with
the low verbal cadence compared to when paired with the medium and high verbal
cadence. This is what we call a secondary effect, which we will discuss in more detail

when evaluating our hypotheses.

Timeliness: There was a significant difference in the perceived timeliness of the
robot’s verbal feedback when changing its nonverbal feedback level (p < 0.05, F'(2,198) =
3.75), which is also a secondary effect. Participants saw the verbal feedback as more
timely with medium nonverbal cadence compared to the low and high levels.

We also found a significant difference in the perceived timeliness of the nonverbal
feedback (p < 0.05, F'(2,198) = 3.70). The participants saw the low level of nonverbal

feedback as less timely than the medium level.

66



. Feedback Style Preferences
6. Feedback Style Pref

We found a secondary effect with the nonverbal feedback’s timeliness; there was a
significant difference in the perceived timeliness of the robot’s nonverbal feedback
when changing its verbal feedback (p < 0.05, F'(2,198) = 4.36). Participants saw the
nonverbal feedback as more timely with the high verbal level compared to the low

verbal level.

Helpfulness: We found a significant difference in the perceived helpfulness of the
robot’s verbal feedback (p < 0.01, F/(2,198) = 6.47). Participants saw the low level of
verbal feedback as less helpful than the medium and high levels.

We also found a significant difference in the perceived helpfulness of the robot’s
nonverbal feedback (p < 0.05, F'(2,198) = 3.42). Participants saw the low nonverbal

level as less helpful than the medium level.

6.3.2 Feedback Cadence Study Discussion

H1: Changing the verbal feedback cadence affects the participants’ view of
the verbal feedback: We have support for this hypothesis. Changing the verbal
feedback cadence has an effect on the perceived clarity and helpfulness of the robot’s
verbal feedback. Specifically, participants seemed to prefer the high level compared
to the medium in terms of clarity and the medium and high over the low in terms of
helpfulness. This result illustrates that the low level of verbal feedback is generally
not preferred and that the medium and high levels are perceived as more helpful and
clear. The more frequent feedback could make the robot feel more responsive and

aware of what the human is doing.

H2: Changing the nonverbal feedback cadence affects the participants’ view
of the nonverbal feedback: We have support for this hypothesis. Changing the
nonverbal feedback cadence has an effect on the perceived timeliness and helpfulness
of the robot’s feedback. Participants preferred a medium level for both of these
measures over the low level. The higher frequency of nonverbal reactions could
be more engaging for participants, and they could feel that the robot is actually

responding to the exercises.
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H3: Changing the verbal feedback cadence affects the participants’ view
of the nonverbal feedback: We have support for this hypothesis. Changing the
robot’s verbal feedback cadence affects the perception of the nonverbal feedback’s
clarity and timeliness. Participants thought the medium and high levels of verbal
feedback paired with better clarity and timeliness of the nonverbal feedback. This
is an interesting secondary effect that shows that the two feedback modalities are
inexorably linked. Changing the cadence of one will affect the perception of the other.

Psychology researchers have explored this interaction, and [56] explores many
possibilities of how they are linked, including aggressive verbal utterances that signal
aggressive nonverbal reactions. In our results, changing the verbal frequency could
help participants interpret the nonverbal feedback better and make it appear clearer

and more timely.

9

H4: Changing the nonverbal feedback cadence affects the participants
view of the verbal feedback: We have support for this hypothesis. Changing the
robot’s nonverbal feedback cadence affects the perception of the verbal feedback’s
timeliness. Participants preferred the medium level of nonverbal feedback when
thinking about the timeliness of verbal feedback. This also agrees with our finding in

H2 that the medium nonverbal cadence is preferred to the low level.

Cadence Recommendations: As a result of this study, we saw that the medi-
um /high verbal cadences were viewed as more helpful, and the medium nonverbal
cadence was viewed as more helpful and timely. We chose the medium levels for
both verbal and nonverbal feedback for the robot in the feedback style study in
Section 6.4. A comment from a participant indicated that “the speed at which the
[verbal| correction came when the exercise was not done properly” might be “too
fast”, and another indicated that the robot’s verbal feedback at high frequency was
“too repetitive.” We used these qualitative comments to choose the medium verbal

cadence over the high level.
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6.4 Feedback Style Study Design

We ran our main user study to test the robot exercise coach’s use of different feedback
styles. Although robot exercise coaches have been developed before [27, 31, 55],
here we are interested in comparing people’s preferences and performance with
different coaching styles, similar to how [59] compared responses to different levels of
extroversion.

We have three different robot coaches, based on the three styles presented in
Section 6.2. The neutral style communicates only instructions, such as the start and
end of each set, with no verbal or nonverbal feedback while the human is exercising. It
has a neutral, unchanging facial expression and slight neutral movements throughout
the session. The neutral expression is 10% happy, as our domain experts thought
that the robot’s facial expression should always be slightly positive.

The second coach has a firm style with minimal encouragement. And the third
robot style has an encouraging style with encouragement included in all its feedback.
For these two styles, the robot communicates the verbal instructions (start/end of
the set, etc.) as well as corrections. Examples of the verbal and nonverbal feedback
for these three coaches can be found in Table 6.2.

Our hypotheses are as follows:

* H1: Participants have a better performance with the firm and encouraging

styles compared to the neutral robot.

 H2: Participants have a better perception of the robot with the firm and

encouraging styles compared to the neutral robot.

* H3: Participants have a different performance between the firm and encour-
aging styles.

* H4: Participants have a different perception of the robot between the firm and

encouraging styles.

6.4.1 Study Procedures

Participants began this in-person study with a consent form and brief demographics

that include gender, age, ethnicity, familiarity with robots and programming, and
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level of education. A similar consent form and demographic survey are included in
Appendix A.1. The participants were then shown videos of the two exercises: bicep
curls and lateral raises, as well as sets of dumbbells (3 1b, 6 1b, and 10 1b) that they
had the option of using during the exercises. They were instructed that they could
choose whichever set they are comfortable with (if any) and that they could change
dumbbells between sets, if desired.

After these explanations, the participants began one of the three rounds of exercise
sessions (see the setup in Figure 6.7). In each round, the participant performed four
sets of exercises: two bicep curls followed by two lateral raises. At the beginning of
each set, the robot said ‘Get ready for set {set number} out of 2 of {exercise name}’
This was accompanied by a lowering of its raised right arm to halfway. After a brief
pause, the robot lowered its arm all the way down and said ‘Start {ezercise name}.
Arm movements to accompany the robot’s speech were chosen as an additional signal

to the verbal instructions for whether the participant should be exercising or resting.

Figure 6.7: Study setup with participant doing bicep curls

During the set, the robot provided feedback based on the style it was using
(neutral, firm, or encouraging). When the set was almost done, the robot said
‘Almost done,” followed by ‘Rest’” when the set was done (raising its arm to a high
position). Each set was completed if a minimum time of 30 seconds and a maximum

time of 50 seconds or more than 8 reps were completed (whichever occurred first).

70



. Feedback Style Preferences
6. Feedback Style Pref

The participant rested for 40 seconds, with the robot prompting ‘Rest for 20 more
seconds’ at the halfway point. The robot then began the next set, for a total of 4
sets per round.

Each participant saw the neutral robot for the first round and then was randomly
assigned the firm or encouraging robot for the second round, with the other option
chosen for the third round. We did not fully randomize the study because we wanted
the neutral style to be the baseline to which participants compared the other two
styles. In between each round, the participant completed a short survey. The survey
had questions taken from the Godspeed Questionnaire [8] to measure their perception
of the robot in terms of animacy, likability, and perceived intelligence. It also had
three additional Likert-style questions related to the robot’s feedback style: how
strict, motivational, and corrective is the robot coach? Appendix A.1 includes the
survey presented to participants in this study.

After the participants completed three rounds of exercise followed by surveys, they
completed a final survey comparing the styles they saw in rounds 2 and 3. They were
asked to decide which round was more lively, interactive, responsive, friendly, kind,
pleasant, competent, intelligent, strict, motivational, and corrective, on a 5-point

Likert scale, with 3 indicating no difference between the styles.

6.5 Feedback Style Results

Our study protocol was approved by the CMU IRB, and we used the CMU Center
for Behavioral and Decision Research to recruit participants from both CMU and
non-CMU sources, for a total of 19 participants. The participants were mainly in the
20-49 age range (1 = 29,0 = 15). Although a focus of this work is understanding how
to provide feedback to older adults during exercise, we recruited a general population
for this study due to the difficulty in recruiting older adults. We wanted to determine
whether the feedback styles were appropriate and resulted in varying experiences and
performances for a general population first before performing further studies with

the older adult population, which we did in Chapter 7.
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6.5.1 Performance

We first compared the average number of reps, the percentage of good form reps,
and the percentage of good speed reps that the participants performed per robot
style (averaged over the four sets they performed with each style). We performed
an ANOVA for each of these measures between the three different styles and then a
Tukey post hoc test.

Avg Reps 12 Perc Good Form Reps Perc Good Speed Reps
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Figure 6.8: Performance measures compared between the three different styles.
Statistical differences are shown with one asterisk (p < 0.05) and two asterisks
(p < 0.01).

Figure 6.8 compares the performance measures between the three styles, with
values averaged per round. We see that participants performed around 8 reps per
set for each round, which is mostly due to the robot stopping each set when either
a maximum time was achieved or 8 reps were performed. However, participants
performed fewer reps with the firm and encouraging styles compared to the neutral
style (F'(2,42) = 12.2,p < 0.01).

Participants performed a higher percentage of good-form reps with the en-
couraging style compared to the neutral (F(2,42) = 5.1,p < 0.01) and firm
(F(2,42) = 6.9,p < 0.01) styles. We do not have significant results related to the

percentage of good speed reps performed with each style.
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6.5.2 Perception of the Robot

We measured subjective preferences in two ways: via the surveys that participants
completed after each round and the final survey comparing the robot styles.

For individual surveys, we again used an ANOVA paired with a Tukey post
hoc to determine statistical significance. The results indicate that participants
saw the neutral style as less lively (F(2,69) = 28.5,p < 0.01), less interactive
(F(2,69) = 22.6,p < 0.01), less responsive (F'(2,69) = 32.6,p < 0.01), less intelligent
(F(2,69) = 9.3,p < 0.01), less motivational (F(2,69) = 12.0,p < 0.01), less strict
(F(2,69) = 9.3,p < 0.01), and less corrective (F'(2,69) = 52.1,p < 0.01) when
compared to the firm and encouraging styles. Participants also perceived the
neutral style as less friendly than the encouraging one (F(2,69) = 3.5,p < 0.01),
but that same difference is not perceived with the firm style.

For the final survey, participants rated the styles on a scale of 1-5, where the
middle value (3) indicated an equal preference for both styles, a value greater than 3 a
preference for the encouraging style, and a value less than 3 a preference for the firm
style. We performed a one-sample t-test to determine if the values for each measure
are significantly different from the middle value of 3. As shown in Figure 6.9, we can
see that participants viewed the firm style as more responsive (t = —2.14,p < 0.05),
strict (t = —2.36,p < 0.05), and corrective (t = —2.12,p < 0.05), compared to the
encouraging style.

We also noticed that some participants specifically noticed the robot’s nonverbal
behavior, with verbal comments like ‘Oh, the robot smiled at me’ (after a positive
comment and smiling facial expression) and ‘It seems angry at me’ (after a correction
and frowning facial expression). Others did not seem to notice changes in the robot’s
nonverbal behavior (especially between the firm and encouraging styles), noting
the change in the verbal phrases and not mentioning any changes in facial expressions
or body movements. This indicates diversity in how people view robot nonverbal

behavior.

73



6. Feedback Style Preferences

e |
BRI

_‘
-

o
™

Lively Interactive Responsive Friendly Kind Pleasant Competent Intelligent Strict  Motivational Corrective

1

Figure 6.9: Subjective preferences based on Likert-style questions, scored 1-5. Values
above 3 are a preference for encouraging), and values below 3 are a preference
for firm. Statistical differences from the center value are shown with one asterisk
(p < 0.05).

6.6 Feedback Style Discussion

H1: Participants perform better with the firm and encouraging styles
compared to the neutral style. We have partial support for this hypothesis.
We see that the participants performed a higher percentage of good-form reps with
the encouraging style compared to neutral. However, we do see that participants
performed more reps with the neutral style compared to the firm and encouraging
styles, which does not support this hypothesis. From our observations, participants
spent time listening to feedback and watching the nonverbal reactions of the firm
and encouraging styles, resulting in fewer reps completed compared to neutral, but

the reps they completed had better form.

H2: Participants have a better perception of the robot with the firm and
encouraging styles compared to the neutral style. We have support for this
hypothesis. We find that the participants perceived the neutral style as less lively,
interactive, responsive, intelligent, motivational, strict, and corrective compared to
the other two styles. Participants had a less positive perception of the neutral style,

which is intuitive since the neutral style does not react to what the human is doing.
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H3: Participants have a different performance between the firm and
encouraging styles. We have support for this hypothesis. Participants performed
a higher percentage of good-form reps with the encouraging compared to the
firm. Although both styles provided the same content of corrections, the increased
encouragement and more positive nonverbal reactions had a significant impact on

performance for these participants.

H4: Participants have a different perception of the robot between the firm
and encouraging styles. We have partial support for this hypothesis. We have
significant results when using the final survey responses; participants viewed the firm
style as more responsive, strict, and corrective. The firm style is designed to be more
strict and corrective, as it does not soften the blow of corrections with encouragement,
so this result is not surprising. However, it is surprising that the firm style was
viewed as more responsive than the encouraging style, since both styles have the
same conditions for feedback and the content of feedback; the only difference is the
way feedback is conveyed. It is possible that the difference is perceived because the
stronger criticism of the firm style stands out in the minds of the participants, so it
is perceived as more responsive. Another possible explanation is that participants
performed more good form reps with the encouraging style, so they received fewer

comments (less corrections), which led the robot to appear less responsive.

Summary: In this work, we presented the formulation of a robot exercise coach
that provides contextually aware feedback to the human in real time in two styles,
firm and encouraging. For these two styles, we showed that people have different
performances and subjective experiences, which sets the stage for the question: “How
should the robot choose which style to use when?”, which we explore in the next

chapter.
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PERSONALIZED FEEDBACK
STYLE

Summary: Using the exercise coach presented in Chapter 6, we explore a contextual
bandit approach that enables the robot to learn the best style to use over time to
optimize human performance. We first present the contextual bandit and test it
using a human model in complex contextual situations. Next, we collect a dataset
of older adults to add to the data collected in Section 6.5 to test the contextual
bandit on real-world data. After showing that the bandit shows promise in choosing
the performance-optimizing feedback style on human data, we design an in person
study to test this approach with participants, comparing the adaptive approach
to choosing only one style (firm or encouraging). We show that the adaptive
approach is successful in determining the performance-optimizing style to choose in
real-time and performs well for humans who perform better with either one style or
equally well with both.
The contents of this chapter will be published in [44].

7.1 Adaptive Feedback Model

We introduce an adaptive feedback model using a contextual bandit to allow a robot
to learn in real time which feedback style to use when. The feedback style someone
might perform best with may be dependent on a variety of factors, and we include
fatigue estimation in this work as an important feature, since someone’s performance
with encouragement may vary based on how tired they are.

In this approach (Figure 7.1), the robot first observes the context from the human.
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For our work, we assume that this context c is a fatigue estimate, where the robot
estimates whether the human has low, moderate, or high fatigue. Next, the robot
queries an Upper Confidence Bound policy II for the best action (feedback style),
given c. The chosen action a is then used to generate multi-model feedback in the
chosen style. The human observes this feedback and performs the next rep of the
exercise with either good or bad form. The robot can observe this reward (0 or 1)
and trains on the combination of context, action, and reward to improve the policy
(and minimize regret over time). The major difference between a contextual bandit
and a simple bandit is that a simple bandit does not observe the context and trains
a policy on only actions and rewards. The goal of this approach is for the robot to

choose the action that maximizes human performance given the context.

Figure 7.1: The robot observes the context ¢ from the human and chooses an action
a. The human responds to the robot’s action, and their performance r forms the
reward for the robot to train policy II.

When translating this approach to the robot exercise coach, we note that the
robot does not provide verbal feedback at every repetition (only reacting when a
pattern is observed, such as 3 good reps in a row). Reacting verbally every rep would
be very overwhelming for the human, and they would not be able to process the
feedback at such a high frequency. In practice, we assume that any reps following

a verbal utterance with a particular style have the same style (e.g., an encouraging
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phrase has an effect for the few reps after that phrase is uttered), and the style of the
robot can change when the conditions have been met for the next verbal utterance.
This will allow the robot to adapt to the human’s performances and will allow the
human to react to the robot’s feedback. However, in the simulation formulation, we
assume that the robot can change its feedback style every repetition.

We developed a human simulation and fatigue model to determine whether the
contextual bandit can learn the feedback style with which the simulated human
performs best. First, we created a model of fatigue as the human is exercising; this
is the context the robot will observe. We simulate an exercise session where the
human performs sets of 10 reps, where fatigue is low for the first 5 reps, moderate
for the next 3 reps, and high for the last 2 reps. This approximates a human whose
fatigue increases as they perform each set and resets to low fatigue after a rest period
following each set.

Next, we determined the feedback styles, or actions, the robot can choose between.
We chose five different feedback styles: very firm, firm, neutral, encouraging,
and very encouraging. We have thus far implemented two of these styles (firm
and encouraging) on the actual robot, as discussed in Chapter 6, but we wanted to
explore a larger range of styles in simulation to see if the bandit approach can still
learn the best style in a more complicated scenario.

The bandit learns a policy on each of these feedback styles as a function of the
context observed, and treats each of the styles as unrelated. However, the styles
are not truly independent, as very firm is a more extreme version of firm and
very encouraging a more extreme version of encouraging. We tried to update
the policy of related actions after viewing the reward, similar to the pseudo-reward
approach presented in [18]. For example, a reward after very firm feedback may
tell us something about the firm action, but found that the pseudo-rewards did not
significantly improve our results. Therefore, we treat each of the styles as independent.

Lastly, we chose to construct a reward that is simply based on performance: 0 for
bad form and 1 for good form. Our simulated human model performs the next rep
correctly based on a probability p(ag, f), where ay, is the feedback style chosen by the
robot after each rep and f is the fatigue level. We assume that the simulated human
has a base probability of performing the next repetition correctly without fatigue

after seeing feedback from each style. We also assume that fatigue can impact their

78



7. Personalized Feedback Style

performance in two ways. The first is a general reduction in performance as fatigue
increases. The second is a more complex interaction between style and fatigue; for
some people, they may perform better with one style as their fatigue increases (e.g.,
encouragement having a larger impact when tired). Based on these intuitions, we
construct the following equation to compute the simulated human’s probability of
completing a repetition correctly (p(ax, f)) after seeing feedback from a particular

style k£ with a specific level of fatigue f:

plax, ) = plax)(1 — v fe(ar)) (7.1)

* a4 is the action taken by the bandit, with ag being very firm, a; being firm,

etc.

* p(ag, f) is the probability the human performs the next rep correctly after
viewing feedback style a; with fatigue f (bounded between 0.05 and 0.95)

* p(ax) is the probability the human performs the next rep correctly with no

fatigue after seeing feedback style ay

* ~is 0 if there is no fatigue dependence in performance, and 1 if there is a large

fatigue dependence
* fis 0, 0.3, or 0.6 for low, medium, and high fatigue, respectively

* e(ag) is an action-dependent fatigue factor (e.g., whether high fatigue reduces

or improves performance with a specific feedback style)

We can capture three different fatigue dependence scenarios using this equation,
and to understand them, let us consider someone who performs well without fatigue
with the very firm style (p(ag) = 0.8), which means that they perform 80% of their

reps with good form after seeing very firm feedback.

The first case no fatigue dependence covers the situation where the human perfor-
mance does not change with fatigue (v = 0). For this person, that would mean that
p(ao, [) = plag) = 0.8. They always perform 80% of their reps with good form after

seeing very firm feedback, regardless of their fatigue.

The second level of complexity (basic fatigue dependence) covers the case where
human performance decreases with fatigue, but there are no action-dependent fatigue

factors (e(ap) = 1). For example, if v = 1, then the final term in the equation has a
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large impact on the human’s performance with very firm. If their fatigue was high
for a particular rep (f = 0.6), their performance p(ag, f) with high fatigue would
become 0.8(1 — 0.4) = 0.48, which is 48% of their reps performed with good form
after seeing very firm feedback with high fatigue, compared to 80% with low fatigue.

The most complex situation (complex fatigue dependence) covers the case where
the human’s performance has an action-dependent fatigue factor. If they had an
action-dependent fatigue factor of (e(ap) = 0.5), which means their preference for
very firm feedback increases with higher fatigue, their performance with high fatigue
would be p(ag, f) = 0.8(1— (0.4 x0.5)) = 0.64. This means that since their preference
for very firm feedback increases with fatigue, their drop in performance with high
fatigue is less severe (64% instead of 48% without the action-dependent fatigue factor).
When e(ay) > 1, fatigue reduces performance more for style k, and when e(ay) < 1,

fatigue reduces performance less.

7.1.1 Contextual Bandit Simulation Results

We ran a contextual bandit simulation in these three different scenarios. Experiment 1
explores no fatigue dependence, where the human’s performance does not change with
fatigue (v = 0,p(ax, f) = p(ax)). Experiment 2 explores basic fatigue dependence,
where the human’s performance reduces with fatigue, but the style they perform
best with does not change with fatigue (v = 0.5,e = [1,1,1,1,1]). The vector e
represents the action-dependent fatigue factor for each of the five styles: very firm,
firm, neutral, encouraging, and very encouraging. Experiment 3 is the most
complicated scenario of complex fatigue dependence, where the style the human
performs best with changes based on their fatigue.(y = 0.5,e = [4,2,1, —0.25, —2]).
In this scenario, performance with very encouraging and encouraging increases
with fatigue, and performance with very firm and firm decreases with fatigue. These
experiments will demonstrate the efficacy of this approach in learning the optimal
feedback style in increasingly complicated scenarios. We implement the contextual
bandit model using the bayesianbandits' package.

For all these experiments, let us consider someone who performs best with very

firm feedback and performs worst with very encouraging feedback. Specifically,

Thttps://bayesianbandits.readthedocs.io/en/latest /index.html
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p(ax) =[0.8,0.6,0.5,0.4,0.3], where the human performs 80% of their reps correctly
without taking fatigue into account after viewing very firm feedback, 60% with firm,
etc. For each experiment, we ran 20 sets of 10 reps. Figure 7.2 shows the average
reward per set for 30 runs of each experiment, as well as the optimal expected reward
the bandit could achieve. The recorded reward can exceed the optimal reward in

some cases, as the reward received is 0 or 1 and the expected reward is a probability
(e.g., 0.8).

Experiment 1 Experiment 2 Experiment 3
1.0 1.0 1.0
--- Average Reward ---- Average Reward
—— Optimal Reward —— Optimal Reward
° 0.8 = —— | 08 0.8
S | T = Ao
3= 06 0.6 F=NET : 0.6
R Y AN $ V \ | | A
O = |
[
59 o 04 0.4 0.4
[
z 0.2 0.2 0.2
< : ---- Average Reward . .
—— Optimal Reward
00 0 5 10 15 00 0 5 10 15 00 0 5 10 15
Number of Sets Number of Sets Number of Sets

Figure 7.2: The average reward received shown in blue for each experiment (over
30 trials) with one standard deviation shaded in light blue. The average reward per
set increases as the bandit sees more data, with the 20th set closer to the expected
optimal reward (shown in red) compared to the 1st set.

Experiment 1 (No Fatigue Dependence)

We first performed an experiment with 20 sets of 10 reps each where human per-
formance is not fatigue-dependent (v = 0, p(ax, f) = p(ax)). The bandit’s optimal
action for all reps is the very firm action. Figure 7.3 shows that the bandit chose
the very firm action 77% of the time over the 20 sets, and learned by the later
sets to choose very firm for all the reps. As seen in Figure 7.2, the bandit quickly
approaches the expected optimal reward of 80%. Since the reward the bandit receives
is sampled, even when choosing the optimal action it will only receive a reward 80%
of the time. Therefore, if by chance, it does not receive a reward with the optimal
action for a few repetitions, it may begin to experiment with suboptimal actions

before converging on the optimal action again. This can be seen in Sets 9 and 10.
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Very Firm 77.0%, Firm 14.5%, Neutral 3.5%
Encouraging 3.5%, Very Encouraging 1.5%
Average Reward 0.74

Rep 1: low Very Encouraging
Rep 2: low l

Rep 3: low .
[ Encouraging

Rep 4: low
Rep 5: low
I Neutral
Rep 6: moderate

Rep 7: moderate

FFirm

IVery Firm

Figure 7.3: Experiment 1: Simulation results with no human fatigue dependence in
performance. The human’s performance is the same across all fatigue levels, and the
optimal action for the bandit is very firm across all reps.

Rep 8: moderate
Rep 9: high

Rep 10: high

Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Experiment 2 (Basic Fatigue Dependence)

We next ran an experiment over 20 sets of 10 reps each where the human performance
reduces with fatigue, but the style they perform best with does not change with
fatigue (v = 0.5,e =[1,1,1,1,1]). Figure 7.4 shows that the bandit chose the optimal
action of very firm 83% of the time over the 20 sets, and learned by the later sets
to choose very firm for all the reps (with some exploration in Sets 10-11 and in Set
19). As seen in Figure 7.2, the optimal reward is lower than in the first experiment
because human performance decreases with fatigue, but the bandit still approaches

the expected optimal reward around set 10.

Experiment 3 (Complex Fatigue Dependence)

We lastly ran an experiment over 20 sets of 10 reps each where the style the human
performs best with changes based on their fatigue (y = 0.5,e = [4,2,1, —0.25, —2]).
This vector e indicates that performance with the very encouraging and encourag-
ing styles increases with fatigue, and performance with very firm and firm decreases
with fatigue. The bandit should optimally choose very firm for low fatigue, is

relatively indifferent between all styles for moderate fatigue (probabilities range from
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Very Firm 83.0%, Firm 4.0%, Neutral 8.5%
Encouraging 1.5%, Very Encouraging 3.0%
Average Reward 0.70
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Figure 7.4: Experiment 2: Simulation results with basic human fatigue dependence
in performance. The human’s performance decreases as fatigue increases, but the
optimal action for the bandit is very firm across all reps.

Rep 8: moderate
Rep 9: high+

Rep 10: high

Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set Set
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

39% - 43%), and should choose encouraging or very encouraging for high fatigue.
This extreme case of fatigue dependence illustrates how the style the robot should
choose could completely change as fatigue changes.

Figure 7.5 shows that the bandit can still learn the optimal action in the complex
fatigue scenario. It learns to choose very firm for low fatigue and very encouraging
for high fatigue. As seen in Figure 7.2, the average bandit reward approaches the
expected optimal reward as the number of sets increases, the expected optimal reward

being much lower than in the previous experiments.

Contextual vs. Simple Bandit

In these experiments, we show that the contextual bandit can accurately learn the
optimal feedback style even with complex fatigue dependence, but we also want to
compare how a simple bandit without access to the context would perform in these
three experiments.

Figure 7.6 illustrates the distributions of the average reward for the three fatigue
situations with and without context after 30 simulation runs. We performed a Mann-
Whitney U test with a one-sided alternative to determine significant differences.

For no fatigue dependence, the bandit performed slightly better without context

83



7. Personalized Feedback Style

Very Firm 46.5%, Firm 14.5%, Neutral 2.0%
Encouraging 21.5%, Very Encouraging 15.5%
Average Reward 0.64
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Figure 7.5: Experiment 3: Simulation results with complex fatigue dependence in
performance. The bandit should choose very firm for low fatigue, is relatively
indifferent between all styles for moderate fatigue, and should choose encouraging
or very encouraging for high fatigue.

(average reward of 0.75) compared to with context (average reward of 0.70). Since the
context does not impact performance for this case, the contextual bandit is learning
identical models for each fatigue level and is therefore learning slightly slower than
the simple bandit. However, even with this difference, the contextual bandit performs

quite similarly to the simple bandit for this fatigue case.

In the case of basic fatigue dependence, the simple bandit performed slightly
better again (average reward of 0.66) compared to the contextual bandit (average
reward of 0.62). Again, context does not affect the choice of feedback style in this
contextual situation, so the contextual bandit learns slightly slower than the simple

bandit (but not statistically significantly).

Complex fatigue dependence is where we anticipate seeing the most difference
in performance with context, as the context actually changes the optimal choice
of the bandit. We can see that the contextual bandit performs significantly better
(average reward of 0.56) than the simple bandit (average reward of 0.46) for complex
fatigue (p < 0.001). For people who fit this contextual situation, having the context
is vital for performance, as the simple bandit performed significantly worse without

the context to inform its learning.
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Figure 7.6: Comparison of average reward for all three fatigue situations with a
simple bandit and a contextual bandit. Significant differences are indicated with * % x
(p < 0.001), and the mean of each distribution is also marked.

7.2 Analysis of Dataset

In the study conducted in Section 6.5, 19 participants performed three rounds of
exercise of 4 sets each (2 bicep curls and 2 lateral raises). They saw a baseline
robot in the first round that did not provide any feedback, and then a firm and
encouraging robot in the second and third rounds (with the order of these two
rounds randomized). After each round, the participants completed a short survey to
measure their perception of the robot in terms of animacy, likability, and perceived
intelligence (see Section A.1 for the survey questions). Most of these 19 participants
were young adults (u = 28.5,0 = 14.7, with 1 participant 60 years or older.

We implemented similar study procedures with our older adult study: two counter-
balanced rounds of exercise, one with firm and one with encouraging, and surveys
with the same questions. In this study, we took Quori to an assisted living facility
(Vincentian Schenley Gardens in Pittsburgh, PA) and ran the study protocol with

8 older adults there. We also added two more participants in a laboratory setting,
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resulting in a total of 10 participants (u = 77.4,0 = 10.6) with 9 participants 60
years or older (one participant was 59).

Combining the two sets of data, we have a total of 29 participants, 11 of whom are
60 years or older. We aimed to create a more age-diverse dataset as most traditional
recruiting methods skew younger in age, and exercise has value across all age ranges.
Even with a specific effort to add older adults, we still have an unbalanced dataset,
but it is much more balanced than the original data set (38% older adults rather than
5%).

There are two major differences between these two studies. The first is that in the
older adult study, we asked participants before beginning the exercise rounds whether
they preferred a firm or encouraging feedback style. As we will show below, the
style that participants state before the interaction and the style that they prefer (rate
higher on the surveys) do not always match the style they perform best with. This
highlights the need for an adaptive approach to learn in an online way which style
each person performs best with.

The second difference is that in the older adult study, we estimated fatigue using
a heart rate monitor (Polar Verity Sense), calculating the heart rate reserve using the
following equation?:

HRR - - RHR (7.2)
MaxHR — RHR

* HRR is the heart rate reserve, where we set less than 0.2 to be low fatigue,

0.2-0.4 to be moderate fatigue, and 0.4 and above to be high fatigue after pilot
testing

* HR is the participant’s current heart rate in beats per minute

* RHR is the participant’s resting heart rate, computed as an average during the

introduction to the exercise session

* MaxHR is the participant’s estimated maximum heart rate, computed using
(220 — Age)?

which allows us to determine how high an individual’s heart rate is, proportional

to their resting and max heart rates. [19] found that heart rate reserve provided

an accurate prediction of exercise intensity, and reported RPE (Rate of Perceived

Zhttps://my.clevelandclinic.org/health/articles /24649-heart-rate-reserve
3https://www.heart.org/en/healthy-living/fitness/fitness-basics/target-heart-rates
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Exertion) levels were slightly less accurate than recorded HRR.

For this study, we also included an adjustment to the verbal phrases the robot
uttered based on fatigue (see Section A.2 for the LLM prompt used to generate the
verbal phrases). For example, if the robot was using the firm style and was giving a
correction to improve the range of motion on the left side, it might say ‘Focus on a
full range of motion on the left side, keep pushing!’ if the fatigue was low and ‘Focus
on a full range of motion on the left side.’ if fatigue was moderate. This allows for
the fatigue information to be incorporated into the robot’s verbal phrases.

We do not have fatigue information for the 19 participants in the first study, so
after observing the data from the older adult study, we estimated that participants
have low fatigue for the first 90% of each set and moderate fatigue for the remainder

of each set.

7.2.1 Performance and Preference Groups

We first assigned a performance group to each of the 29 participants: those who
performed better with the encouraging style, those who performed better with the
firm style, and those who performed approximately the same with the two styles.
To do this, we computed the difference d in performance (percentage of good-form
reps) between the two styles for each participant (encouraging - firm). We then
calculated the mean and standard deviation of those differences. To compute a 95%
confidence interval, we used the formula p + (¢ X o), where t is the critical value
from the t-distribution and o is the standard error (standard deviation divided by
v/n). This resulted in an interval, where we could take the performance difference of
each participant and determine whether it was within the interval (no performance
difference), less than the minimum of the interval (perform better with firm), or
greater than the maximum of the interval (perform better with encouraging).

We also calculated a subjective measure for each participant from their survey
responses after experiencing each feedback style. We averaged the 1-7 Likert scores
that each participant completed for each robot style (lively, interactive, responsive,
friendly, kind, pleasant, competent, intelligent). We subtracted the firm score from
the encouraging one to obtain a single value where < 0 indicates a preference for

firm and > 0 a preference for encouraging. We then performed the same grouping
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procedure as for the performance scores to determine which participants preferred
the firm style, preferred the encouraging style, or did not have a style preference.
The grouping method allowed us to determine which values were “close enough” to 0
to indicate no style preference.

Table 7.1 includes the number of participants with each combination of the
performance and preference groups. We can see that 76% of the participants lie off
the diagonal, where the diagonal indicates agreement between the style someone
prefers and the style they perform best with. Not taking into account the groups
with no preference or performance difference, 70% of the remaining participants
had complete disagreement in group assignment (e.g., preferring the firm style but

performing best with the encouraging style).

Table 7.1: Performance and preference groups for the 29 participants. The diagonal
indicates agreement between the style preference and the style the participant performs
best with.

Prefers Prefers No Style
Firm  Encouraging Preference
Performs Best
with Firm 1 2 0
Performs Best 9 9
with Encouraging
Performs Equally 3 4 4

with Both

For the 10 participants in the older adult study, we additionally have the par-
ticipants’ stated style to compare to the style they perform best with. Table 7.2
shows the performance groups separated by what the participants stated as their
style preference. We can see that 3/10 of the participants stated the style that they
performed best with, but 4/10 of the participants stated the opposite style to the one
they performed best with. This shows that simply asking people their preference does
not always help the robot choose the feedback style to optimize performance. Some
potential reasons for the discrepancy include limited exercise experience, unfamiliarity
with feedback styles, or selecting responses based on perceived rather than actual

preferences.
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Table 7.2: Performance and stated style preference for 10 participants in the older
adult study

Stated Stated
Firm Encouraging

Performs Best with Firm 2 4
Performs Best with Encouraging 0 1
Performs Equally with Both 0 3

We also compared how older adults performed with different feedback styles com-
pared to those less than 60 years of age. We can see in Table 7.3 that the distribution
of the performance groups is statistically different (p < 0.05 after performing an
ANOVA) between adults (18) and older adults (11). In particular, a higher percentage
of older adults appears to perform better with the firm feedback style, demonstrating

the importance of collecting data from multiple age groups.

Table 7.3: Feedback style that participants performed best with, split by age group.

Adult Older Adult
(< 60) (> 60)

Performs Best with Firm 16.7% 54.5%
Performs Best with Encouraging 33.3% 27.3%
Performs Equally with Both 50% 18.2%

7.2.2 Model Results

Section 7.1.1 explored the use of a contextual bandit approach using a complex
simulated human model, but now we want to test the efficacy of the approach with
our dataset of real human data. Using data from the 29 participants described
in Section 7.2, we set the context in those data to be the estimated fatigue (low,
moderate, or high). The model has the choice of two feedback styles that humans
experienced: firm or encouraging. In our studies, participants experienced one

round of exercise in the firm style and one with the encouraging style.
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The goal of this test on real data is to see the actions the contextual bandit would
have chosen given the observed context, and then estimate the reward it would have
received based on the participants’ performance. We can then compare that estimated
reward to the participants’ actual performance when they experienced one round of
each feedback style. This should give us a sense of how well the bandit would have
performed for this participant compared to a strategy of choosing roughly half of
each style to present to the participant.

Let us assume we have a hypothetical Participant X who performed two rounds of
exercise, one with each style. They performed 40 repetitions with the firm style first,
followed by 35 repetitions with the encouraging style. Note that the participants
did not perform the same number of reps with each style since rounds are time-
based. They performed 80% of reps with the firm robot correctly and 70% with the
encouraging robot correctly, with low fatigue.

We then start with the first repetition that they performed, which was with the
firm style, and let us assume that the first repetition had good form. We give the
model the context, which for the first repetition is low fatigue. We query the model
as to the action it thought it should take, given the context. Let us assume the model
chooses the encouraging style. We now train the model on what the human actually
experienced (on the true data, not the action the model chose); specifically, the
(context, action, reward) of (low fatigue, firm, good performance). We then continue
this process through the rest of the repetitions. For each repetition, we compute the
expected reward that the robot would have received had it chosen the style outputted
by the bandit, for this fatigue level. In this example, we set the expected reward
received by the bandit for this rep as 0.7, since the human is expected to perform
70% of the repetitions correctly with the encouraging style (the action chosen by
the bandit). Note that we train the bandit on the true data (firm) and compute the
bandit’s expected reward based on the bandit’s chosen action (encouraging).

We computed two different metrics to evaluate this approach. The first is the
actual reward which is the total number of good performance reps the human actually
performed through both rounds. The second is the ezpected bandit reward which is the
sum of the expected rewards over all rounds. We hypothesize that the expected bandit
reward will be higher than the actual reward, since the model should be optimizing

for the human’s best performance.

90



7. Personalized Feedback Style

Figure 7.7 illustrates an example of this approach with one participant who
performed much better with the encouraging style. The bandit quickly adapted to
this performance difference and chose the encouraging style very frequently, which

is optimal for this participant.

Participant 25
Firm Performance 37.5%, Encouraging Performance 85.7% B Firm
Agent Chose Firm 3.3%, Agent Chose Encouraging 96.7% B Encouraging

True Actions
Agent Actions
~ N > © @ PP IRV PR RN D PP DD
g Q o
2
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Figure 7.7: Example of model results for one participant. This participant performed
much better with the encouraging style (37.5% with firm, 85.7% with encouraging),
which the model quickly learns by choosing the encouraging style 96.7% of the time.

We calculated the difference in the expected bandit reward and the actual reward
for each of the 29 participants. If this difference is positive, then the bandit performed
better than the true data, which we call choosing static styles. If the difference is
negative, then the bandit performed worse than choosing static styles. We used a
similar grouping procedure as in Section 7.2.1 to find a margin of error based on a
95% confidence interval for the differences to be significantly different from 0. Figure
7.8 shows the reward differences for the 29 participants (sorted by difference) with
the cut-offs between groups marked in red.

The adaptive agent performed better than choosing static styles for 15 participants,
performed equally well as the static styles for 12 participants, and performed worse
than the static styles for 2 participants. For the participant in Figure 7.7, the bandit
had an expected reward that was 25% higher than the human’s actual performance,
which illustrates how an adaptive approach can learn the style with which someone
performs best and use that style more frequently to optimize human performance.

Examining the participants for which the bandit performed worse, we can see
that this occurs when the human performance with the two styles is very close. This
means that the expected reward the bandit received at each trial is approximately
the same and that combined with a limited number of iterations over which to learn
(e.g., 38 reps instead of the 200 we performed in simulation) caused the bandit to not

learn the best style to use for the human fast enough. For example, for Participant
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Figure 7.8: Expected bandit reward - actual reward for all 29 participants (x-axis
is participant sorted by difference). The bandit outperforms the true data for most
participants.

22 (Figure 7.9), their performance was 53% with the firm style and 68% with the
encouraging style. At each rep, the bandit was receiving 0.53 or 0.68, and for the
first 20 reps, it kept switching between the two styles. However, for the last 12 reps, it
began to choose the encouraging style more frequently, which is the optimal choice
for this participant.

Another reason this could occur is that the bandit only received a reward from
one of the styles (first round of exercise) until the 20th rep, so it did not know the
benefit of the other style until the second round. One approach we considered was
interleaving the two rounds of exercise the participant performed for the bandit to
learn on (choose the first rep from the first round, first rep from the second round,
second rep from the first round, and so on). This could cause the bandit the learn
much better because it is seeing examples of the human’s performance on both styles
earlier in the learning process. However, we do not believe this is a valid test for the
bandit’s ability because the human is also learning to perform the exercises when
moving through the exercise session, and to remove the temporal element from the

reps and present them to the bandit in a different order than what was actually
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Participant 22
Firm Performance 52.6%, Encouraging Performance 68.4% Hl Firm
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Figure 7.9: Example of model results for one participant, who performed approxi-
mately equally with the two styles (52.6% with firm and 68.4% with encouraging).
The model does not learn their preferences as quickly since their performance with
the two styles is quite close.

performed is not a true representation of how the human would exercise. We note,
however, that the only way to truly determine if the bandit performs better than

static styles is a user study, which we present in Section 7.3.

Additionally, we can compare the bandit’s performance with no context (sim-
ple bandit) and fatigue as context (contextual bandit), similar to the comparison
performed for simulated data in Figure 7.6. We calculated the difference between
the contextual bandit reward and simple bandit reward for each participant and
performed the same grouping procedure, with results shown in Figure 7.10. The two
bandits performed roughly the same for most participants (17/29), and the contextual
bandit outperformed the simple bandit for 6 participants and underperformed the

simple bandit for 6 participants.

When the contextual bandit outperforms the simple bandit, it could be that the
participant’s performance was fatigue dependent, and the simple bandit did not have
access to the fatigue in order to learn that fatigue dependence (resulting in a lower

performance).

When the simple bandit outperforms the contextual bandit, it could be due to
two possible reasons. One is that the fatigue estimate for the participants where
we assumed 90% low fatigue was inaccurate, so the contextual bandit was receiving
inaccurate contextual information over which to learn. The second reason could be
that the participant’s performance was not fatigue-dependent. The contextual bandit
will naturally take longer to learn than the simple bandit in this case as it is learning
three identical models (one for each fatigue level), and the simple bandit is only

learning one.
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Figure 7.10: Expected contextual bandit reward - expected simple bandit reward for
all 29 participants (x-axis is participant sorted by difference).

7.3 Adaptive Study Design

The previous sections showed that the contextual bandit approach performs well
in simulation with complex contextual situations and performs well with human
data (compared to approximately 50% with each style). We ran our main user
study in this chapter to test whether this adaptive, contextual bandit approach for
choosing feedback styles in real-time would outperform choosing a static baseline. We
implemented three different coaching styles. The first two are firm and encouraging,
implemented identically to Chapter 6, with the small change of fatigue-informed
verbal phrases (as explained in Section 7.2.1).

The third is adaptive, where the robot uses a contextual bandit to determine
which style to use when giving feedback. As mentioned in Section 6.3, the robot
does not give verbal feedback after every repetition, as that would be overwhelming
to the human. Instead, the robot provides verbal feedback when certain conditions
have been met (e.g., 3 good reps in a row, 2 mistakes in a row). As the human is
exercising, the robot observes their performance, and when a condition for verbal

feedback has been met, it first observes the context. We chose fatigue as our context,
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as explained in Section 7.2, where we categorize the human’s fatigue as low, moderate,
or high according to their heart rate. Once the robot observes the context, it chooses
a feedback style (firm or encouraging) for the feedback, and then observes the
human’s performance on the next repetition. It trains on the (context, action, reward)
combination to improve its action choice the next time the robot needs to provide
verbal feedback. Additionally, for the reps that the human performs until the next
verbal feedback, we assume that the effect of that verbal feedback continues, so we

train on the human’s performance on those repetitions as well.

The robot’s nonverbal feedback is designed in the same way as in Chapter 6.
The robot selects an action/style only every time it is giving verbal feedback, and
its nonverbal feedback style adjusts along with its verbal feedback style when that
action is chosen. For example, if the robot chooses the encouraging style for its next
verbal utterance, it will also adjust its facial expressions and body movements to be
in the encouraging style. Table 6.2 includes several examples of how the firm and

encouraging styles differ in the same contextual situation for verbal and nonverbal
feedback.

We define the effective style for a participant to be the style that matches their
performance group and the ineffective style to be the opposite style. For example, a
participant in the firm performance group would have an effective style of firm and
an ineffective style of encouraging. For people who perform equally well with both

styles, we consider firm and encouraging to both be effective styles.
Our hypotheses are as follows:
* H1: The style with which the participants perform best does not necessarily
match what they rate the highest or what they state as their preference.

* H2: Participants perform better on average with the adaptive style than the

style they state as their preference.

* H3: Participants perform better with the adaptive style compared to their
ineffective style and perform equally well with the adaptive style and their

effective style.

* H4: Some participants will match each of the three contextual situations
explored in Section 7.1.1 (no fatigue dependence, basic fatigue dependence, and

complex fatigue dependence).
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7.3.1 Study Procedures

Participants began this study by wearing a heart rate monitor and completing a
consent form and brief demographics that included gender, age, ethnicity, familiarity
with robots and programming, and level of education (see Section A.1 for the form
and demographics administered). They were then introduced to the two exercises,
bicep curls and lateral raises, as well as a set of dumbbells (3 1b each) that they had
the option of using during the exercises. Ideally, we would have included several
dumbbell choices as in the study in Section 6, but we only had this one set available
to us when running this study. They were instructed that they could choose whether
to use the dumbbells and could use them for part of the session, according to their
comfort. Before starting the exercise session, they were asked about their feedback
preference with the following question: “The robot wants to be the best coach it can
for you. Which of these types of feedback would you prefer”

* I prefer feedback like “Focus on improving your range. Keep pushing!” when I

make a mistake

* [ prefer feedback like “Amazing effort! Let’s aim for full range next time” when

I make a mistake

* I have no preference between these two options

After these explanations and introductory questions, the participants began one
of the three rounds of exercise (see the setup in Figure 6.7). In each round, they
performed four sets of exercises: two bicep curls followed by two lateral raises (very
similar to the study procedures in Section 6.4.1). During each set, the robot provided
feedback based on the style it was using, where the style for each round was randomized
between (firm, encouraging, and adaptive) using a Latin square. Note that the
adaptive style only learned within the adaptive round, so even if the participant
saw the adaptive style in the third round, it would not learn from the previous two
rounds performed.

Each set was completed in 45 seconds, and participants rested for 40 seconds
between sets. This is a shift from the study presented in Chapter 6 as each set
was strictly based on time rather than based on the number of reps the participant
performed in addition to time. We found that the complex condition of time and

number of reps resulted in participant confusion as to how long each set would be.
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In between each round of 4 sets, participants completed a short survey (the same
survey as in Section 6.4.1 and is included in Section A.1), which has questions to
measure their perception of the robot in terms of animacy, likability, and perceived
intelligence. They also had the option to write about their perception of the robot in
that round.

7.4 Adaptive Study Results

Our study protocol was approved by the CMU IRB, and we used the CMU Center
for Behavioral and Decision Research to recruit participants from both CMU and
non-CMU sources, for a total of 24 participants. We had a mix of 6 older adults
(60+) and 18 younger adults (< 60), with p = 34.5,0 = 20.2.

7.4.1 Performance vs. Ratings vs. Stated Preference

As seen in Section 7.2.1, the style that someone performs best with may not align
with the style they rate the highest or the style they state that they prefer. Figure
7.11 illustrates this concept, with participants divided into younger and older adults.
The data is also aggregated in Tables 7.4 and 7.5, showing the differences split by

older adults, younger adults, and all participants.

E Ffrm
Older adults Younger adults B Encouraging

performs best with

Rated Highest

Stated Preference

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 P21 P22 P23 P24

Figure 7.11: The style the participant performs best with, rates the highest, and
states as their preference before exercising, separated out by younger and older adults.
Firm is shown in maroon, Encouraging in green, and neither/no preference in
white.

We first compute the percentage of good performance reps for each participant
per round. We then compute the difference between their encouraging and firm

performance and assign each participant to one of three groups: Firm, Encouraging,
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Table 7.4: The style the participant performs best with compared to the style
they rated the highest. The data are split by older adults, younger adults, and all
participants.

Older Adults

Younger Adults

All Participants

Rated Rated Rated Rated Rated Rated Rated Rated Rated
Firm  Encouraging both Firm  Encouraging both Firm  Encouraging both
Highest Highest equally | Highest Highest equally | Highest Highest equally
Performs
Best
with 0 0 1 4 1 0 4 1 1
Firm
Performs
Best
with 2 0 1 2 2 1 4 2 2
Encouraging
Performs
Equally 1 0 1 3 3 2 4 3 3
with
Both

or Neither (using the same grouping procedure as in Section 7.2.1, which calculates
a 95% confidence interval from the performance difference values). This results in
6 participants in the Firm group, 8 participants in the Encouraging group, and
10 participants in the Neither group. The first row of Figure 7.11 indicates the
performance groups computed for each participant: Firm (maroon), Encouraging

(green), or Neither (white).

We performed the same grouping procedure for the differences in subjective
scores between the firm and encouraging rounds, resulting in Firm, Encouraging,
and Neither groups based on the participants’ likability ratings of the firm and
encouraging styles (second row of the figure). The third row indicates what each
participant chose when asked which style they prefer (firm, encouraging, or no
preference). An interesting trend in these results is that all older adults who indicated
a style preference stated encouraging, but all those who had a preference after
experiencing the robots rated the firm style higher. Furthermore, almost all young
adults who stated a style preference stated firm, but they had mixed results when

rating styles after experiencing them.

Only considering a choice of firm or encouraging (ignoring the neither group),
we can see that only 4 participants performed best with the style they stated at the
beginning of the session, and 3 participants stated the opposite style to what they
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Table 7.5: The style the participant performs best with compared to the style they
stated as their preference. The data are split by older adults, younger adults, and all
participants.

Older Adults ‘ Younger Adults ‘ All Participants
Stated Stated Stated no | Stated Stated Stated no | Stated Stated Stated no
Firm Encouraging preference | Firm Encouraging preference | Firm Encouraging preference
Performs
Best
with 0 0 1 2 0 3 2 0 4
Firm
Performs
Best
with 0 2 1 3 0 2 3 2 3
Encouraging
Performs
Equally
with 0 1 1 5 1 2 5 2 3
Both

performed best with. Additionally, 6 participants performed best with the style they
rated the highest, and 5 performed best with the opposite style they rated highest.
Specifically among older adults, only two participants stated the style with which
they performed best and none rated the style they performed best with the highest.
This shows us that simply asking people their style preference or even analyzing
survey results after they experience the styles does not give the robot a sense of which
style it needs to choose to optimize performance, especially for older adults. The
adaptation to performance using the contextual bandit is required for the robot to

know which style to choose.

7.4.2 Stated Style vs. Adaptive Performance

Next we compare each participant’s performance with the style they stated at the
beginning and with the adaptive style. Figure 7.12 shows the two distributions for
only the participants who indicated a preference for firm or encouraging (excluding
the 10 participants who stated no preference). The average performance with the
adaptive style was 90.3%, and the average performance with the stated style was
88.3%.

Although the differences in the two distributions are not statistically significant,
9 of the 14 participants represented in the figure performed an average of 8.1%

better with adaptive than their stated preference with the performance improvement
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ranging from 0.8% to 15.2%. The remaining 5 participants performed an average of
8.9% better with their stated preference, with the performance improvement ranging
from 1.7% to 16.7%. This illustrates that, for most participants, choosing their stated

preference does not perform better than our adaptive method.
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Figure 7.12: Performance comparison with stated style preference and with the
adaptive style for the 14 participants who chose either firm or encouraging for
their stated preference at the beginning of the session.

7.4.3 Performance per Performance Group

We compare the performances with each style of the participants in each performance
group (Figure 7.13). To determine whether one performance distribution is statisti-
cally significantly greater than another, we use a Mann-Whitney U with a single-sided
alternative. To determine whether two performance distributions are statistically sim-
ilar, we first calculate the mean difference between the two performance distributions
and perform an independent t-test to obtain the standard error of the difference in
their means. We calculate the critical t-value for a 95% confidence level and compute
the margin of error and the confidence interval. If the difference in means is within

the confidence interval, we conclude with 95% confidence that the two distributions
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Figure 7.13: Performance comparison by performance group for each style. Statistical
differences are marked at the p < 0.05 and p < 0.01 level with * and %% respectively,
and groups that are similar at a 95% confidence level are marked as “same”

For the participants in the firm performance group, their performance with firm
was better than their performance with encouraging (p < 0.01,U = 33.5), and their
performance with adaptive was better than their performance with encouraging
(p < 0.05,U = 27.0). Furthermore, their performance with firm and adaptive
was statistically similar at a 95% confidence level. This means that for those who
performed better with firm, the bandit correctly adapted to perform at least as well
as the effective style for them.

For the encouraging performance group, their performance with encouraging
was not statistically higher than that with firm (p = 0.09,U = 45.0), although it was
trending in that direction. Their performance with adaptive was better than their
performance with firm (p < 0.05,U = 51.0). Their performance with encouraging
and adaptive were statistically similar at a 95% confidence level. This means that

for those who performed better with encouraging, the contextual bandit was able
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to perform at least as well as if it knew beforehand that they performed better with
encouraging.

Lastly, for the neither performance group, all three performances were statistically
similar at the 95% confidence level. The bandit performed at least as well as choosing

either static style.

7.4.4 Performance by Context

In Section 7.1.1, we explored different fatigue scenarios: no fatigue dependence, basic
fatigue dependence, and complex fatigue dependence. We showed that the contextual
bandit could handle those different contextual situations with simulated data, so
we can see if those situations occur in the real data. Figure 7.14 illustrates each
participant’s performance split by fatigue level, by looking at their performance
difference between the firm and encouraging rounds. The first row shows whether
the participant’s performance during low fatigue indicates performing better with
the firm style, the encouraging style, or neither. The second row illustrates the
same for moderate fatigue, and the third row for high fatigue (no participant reached
a high fatigue during this study). Additionally, some participants did not reach
moderate fatigue in both encouraging and firm rounds, so their performance group

is automatically assigned as neither (white).

E Ffrm
Older adults Younger adults Bl Encouraging

performs best with low fatigue

performs best with moderate fatigue . .

Performs best with high fatigue

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 P21 P22 P23 P24

Figure 7.14: The style the participant performs best with across all fatigues as well
as by fatigue level, separated out by younger and older adults. Firm is shown in
maroon, encouraging in green, and neither/no performance difference in white.

We can see that 8 participants were assigned to the same performance group from
low to moderate fatigue. P7 has consistent good performance with the encouraging
style, with an approximately equal performance with low and moderate fatigue.

This is an example of no fatigue dependence, where performance is not affected by
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increasing fatigue level. Taking a look at P9 for example, their performance with both
styles decreases slightly when going from low fatigue to moderate fatigue (95% — 88%
for firm and 90% — 89% for encouraging), which is an example of basic fatigue
dependence. The optimal choice for the bandit does not change with fatigue, but the
human’s performance does decrease overall as fatigue increases.

Complex fatigue dependence, where the optimal style choice changes with fatigue,
occurs for several participants. P23 is an example of when the robot should choose
the firm style for low fatigue and should choose the encouraging style for moderate
fatigue. The bandit picked up on this fatigue dependence and chose firm 90% of the
time for low fatigue and chose encouraging 67% of the time for moderate fatigue.

P22 is an example of when the robot should choose the encouraging style for
low fatigue and should choose the firm style for moderate fatigue. The bandit in
this case did not recognize this fatigue dependence and chose encouraging 26% of
the time for low fatigue and 38% of the time for moderate fatigue. However, the
performance for both styles for P22 was quite close over fatigue levels (within about
10%), so the bandit might have needed more data in order to properly learn this

subtle contextual difference.

7.5 Adaptive Study Discussion

H1: The style with which the participants perform best does not necessarily
match what they rate the highest or what they state as their preference.
We have support for this hypothesis. In Section 7.2, we found that for the participants
in the collected data set that the style with which they performed best with did not
necessarily match what they rated the highest or what they stated as their preference.
As shown in Figure 7.15, this trend was also observed in this user study. Only 9%
of participants were consistent across all 3 groups, and 9% of participants differed
across 3 groups. This indicates that simply asking the human about their preferences
will generally not result in a choice of feedback style to optimize performance. This
could be due to limited exercise experience, unfamiliarity with feedback styles, or
selecting responses based on perceived rather than actual preferences.

This could also be due to the human preferring one style of feedback, but perform-

ing better with another style. For example, someone may like a lot of encouragement
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All groups match
9%

All groups different
9%

Perform matches
stated
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Perform matches rated
30%

Rated matches stated
30%

Figure 7.15: Pie chart indicating the percentage of people that matched across 3
groups: style they performed best with, style they rated the highest, and style they
stated as their preference. This chart aggregates the information shown in Figure
7.2.1

while exercising, but they would perform better when being pushed by firmer feedback.
However, something to note here is that, over the long term, a robot that continuously
chooses the feedback style to optimize performance rather than preference could suffer
from low engagement or a growing dislike of the robot. In a long-term scenario, it
may be beneficial to include other variables into the robot’s reward that take the
human’s enjoyment and preferences into the account to promote long-term use of the

robot (perhaps with the downside of lower short-term performance).

H2: Participants perform better on average with the adaptive style than
the style they state as their preference. We have support for this hypothesis.
For the 14 participants who chose either firm or encouraging as their stated style
preference, they performed on average 2% better with the adaptive over their stated
style. 9 of the 14 participants performed strictly better with the adaptive, with an
average improvement of 8.1%. This illustrates that for most people, simply choosing

a style that they state at the beginning of a session is not necessarily optimal, and
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that our approach can perform better than that static choice. Furthermore, as seen
in Figure 7.11, of the 10 participants who did not declare preference for one of the
two styles, 4 performed better with firm and 3 with encouraging. The adaptive
model should pick up on that performance difference that the participants themselves
were not aware of.

In fact, when examining what the adaptive style did for these participants, it
chose encouraging most often for 2/3 of the participants who performed better with
encouraging and chose firm most often for 3/4 of the participants who performed
better with firm. The two remaining participants had less than a 10% difference
between their encouraging and firm performances, which could mean that the

bandit needed more time to learn to pick up on their small performance differences.

H3: Participants perform better with the adaptive style compared to
their ineffective style and perform equally well with the adaptive style and
their effective style. We have support for this hypothesis. Participants in the
firm performance group performed statistically similar with firm and adaptive, and
performed statistically better with adaptive compared to encouraging. Additionally,
participants in the encouraging performance group performed statistically similar
with encouraging and adaptive, and performed statistically better with adaptive
compared to firm. This shows that the bandit performed as well as the effective style
for these participants and better than the ineffective style

For participants with no significant performance difference between the two styles,
the adaptive approach performed equally as well as the static baselines of firm
and encouraging. The choice of the bandit is not particularly important for these

participants, but it at least performed as well as choosing one of the two static styles.

H4: Some participants will match each of the three contextual situations
explored in Section 7.1.1 (no fatigue dependence, basic fatigue dependence,
and complex fatigue dependence). We have support for this hypothesis. Figure
7.16 shows the percentage of participants who matched each of these three contextual
situations. Some participants did not reach multiple fatigue levels in all rounds, so
we had insufficient data to analyze whether they matched a particular contextual

situation. As we can see from the pie chart, we have participants who match each of

105



7. Personalized Feedback Style

the different types of fatigue dependence.

No Fatigue Dependence
20%

Insufficient Data

44% N N
Basic Fatigue Dependence

8%
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28%

Figure 7.16: Pie chart indicating the percentage of people that match each of the
three contextual situations explored in simulation: no fatigue dependence, basic
fatigue dependence, and complex fatigue dependence. Participants that did not reach
multiple fatigue levels in all rounds are marked as insufficient data.

As discussed in Section 7.4.4, we have participants who followed the pattern of
no fatigue dependence (such as P7), where their performance was unaffected by the
context. If they performed best with a particular feedback style, they performed
best with that style for all fatigue levels with no decrease in performance as fatigue
increased. We also have participants who followed the pattern of basic fatigue
dependence (such as P9), where their performance decreased as a result of increasing
fatigue, but the bandit’s optimal choice of style did not change. This could indicate
a higher likelihood of sloppier form as they became more tired, but their preference
for firm or encouraging feedback not being affected by that fatigue.

Lastly, we have some participants who followed the most complex scenario, where
their optimal style choice changed with fatigue level. For some of these participants,
such as P23, the bandit learned this complex dependence on fatigue, accurately
learning the choice of the other feedback style when the human became fatigued.

However, for others, such as P22, the robot did not pick up on that contextual
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nuance, though this may be simply due to not enough data to train the bandit for the
moderate fatigue level. The existence, however, of some participants in this complex
fatigue-dependent scenario, justifies the use of a contextual bandit, rather than one
that does not take context into account. The fatigue information was important for
the robot to take into consideration when choosing the feedback style for the human,

and the bandit was able to learn this fatigue dependence in an online fashion.

Summary: In this work, we show that a contextual bandit approach to choosing
robot feedback style to optimize exercise performance effectively learns the optimal
feedback style choice for people who perform well with either a firm style, encourag-
ing style, or equally with both. We show supporting results for complex contextual
situations (in this case, varying fatigue levels and fatigue-dependent performance)
using a simulated human model, as well as results from the bandit using data on a
real-world dataset. Lastly, we show that this adaptive approach performs well in a

user study compared to simply choosing static baselines.
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CONCLUSION AND FUTURE
DIRECTIONS

We conclude with insights from our thesis on personalized context-aware robot

feedback, as well as limitations and future directions for this work.

8.1 Key Attributes of Applicable Problems and

Design Considerations

We explored problems in two domains, education and exercise, in this work, but our
general approach of adaptation using a contextual bandit can be applied to a wider
range of applications. The agent need not necessarily be a physical robot; it could
also be a simulated robot or a virtual agent. Specifically, for the adaptation explored
in Chapter 7 to be appropriate, the problem explored must have the following:

1. One agent providing feedback to one human (or a group of humans treated as

a singular entity over which to learn preferences)

2. The human completing a series of similar tasks, allowing the agent to estimate

performance and provide corrections

3. The agent controlling at least one nonverbal modality, with some examples of

these modalities provided below

* Visual modalities: facial expressions, gestures, eye gaze, body language,

lights, and colors
* Auditory modalities: tones and haptic feedback

e Tactile modalities: force feedback and vibration feedback
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* Proxemics: orientation, speed of motion, and approach/retreat

Given these criteria, here are some examples of problems and domains in which

this adaptation could be applicable.

* Physical Therapy Assistance: a virtual agent or robot can guide patients through

rehabilitation exercises

* Cognitive Stimulation Program: a virtual agent could assist with intellectual

exercises for older adults to help prevent cognitive decline

* Surgical Training Simulations: an agent could provide feedback to doctors

learning how to perform simulated surgical procedures

* Customer Service Training: an agent could provide feedback to those training

to handle customer interactions

* Music Learning Assistance: a virtual tutor could analyze piano playing technique

and provide personalized feedback

After choosing a problem of interest, there are many design considerations to
explore, especially with regard to context. Throughout this work, we have emphasized
the importance of context in the robot’s feedback generation. Chapter 4 showed that
a mixture of task-related and facial features were most effective for the prediction of
engagement early during an educational activity, and Chapter 5 found that nonverbal
robot behavior that took into account the human’s performance on the previous round
actually improved human learning, even when the nonverbal behavior did not provide
additional task-related information to the human (simply reacting affectively). And
finally, the exercise coach presented in Chapters 6 and 7 used a plethora of contextual
information including human fatigue estimates, task information (e.g., which exercise
the human is performing), and human performance not only to provide relevant
multimodal feedback, but also to adapt the robot feedback style to personalize to

what the human will perform best with.

When designing a context-aware human-robot interaction for another domain,
there are many questions to ask as a researcher that can help in the design process.

Some of these questions include:
* What sensing and processing capabilities does the robot platform have?

* What feedback modalities does the robot platform have?
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¢ What is the role of the robot in the interaction?
¢ What is the role of robot feedback in the interaction?
* What factors are important for the robot to incorporate into its feedback?

* If the robot is going to adapt over time to personalize its behavior, what factors
are important for the robot to know for that personalization and how does that
personalization change the robot’s behavior?

Answering these questions can help the researcher determine what is useful to

include as context for the robot and what information is feasible for the robot to
compute. It also aids in understanding how the robot can translate that context into

varying behaviors.

8.2 Verbal and nonverbal feedback

Both the sorting game robot (Chapter 5) and the exercise coach robot (Chapters 6
and 7) used a combination of verbal and nonverbal feedback to communicate with the
human. As especially demonstrated in Chapter 5, nonverbal feedback plays a crucial
role in the human’s enjoyment, subjective experience, and performance. The exercise
coach robot reacted to the human both verbally and nonverbally, with those reactions
combined in a way where the nonverbal reaction emphasized the verbal reaction
(smiling along with an encouraging verbal utterance) and filled the gaps between
verbal utterances (smiling after the human performs the last rep with good form
even if the robot does not say anything verbally to acknowledge). We also noticed
that some people particularly noticed the robot’s nonverbal behavior, exclaiming
when the robot smiled at them. Others did not seem to notice changes in the robot’s
behavior, but this does not mean the difference was not subconsciously affecting their
perception of the robot. For example, many participants in the study in Section 6.5
reported not noticing differences between the firm and encouraging robot styles,
yet their ratings and performance varied with the two styles. Whether the robot’s
nonverbal behavior is actively noticed or not, it plays a vital role in the human’s
interaction with the robot, and paired with verbal feedback, it can enhance both
the human’s experience and performance. Based on the results from 5 and 6, we

recommend ensuring that both verbal and nonverbal modalities are used and aligned
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to the contextual situation to improve both performance and subjective experience.

8.3 Balancing Competing Objectives

One takeaway from Chapter 7 (seen in Tables 7.1 and 7.2 and Figure 7.11) is that
the feedback style that optimizes performance for an individual does not necessarily
match the style they prefer. This leaves the robot with a decision: adapt to improve
performance to the detriment of subjective experience, or adapt to improve subjective
experience to the detriment of performance? We chose to adapt in order to improve
performance, and this approach was successful. The contextual bandit determined
the style that optimized performance for most participants, even in complex, context-
dependent scenarios.

However, if we were to deploy a robot using this type of personalization in a
longer-term scenario, it might not have the desired impact. If the robot continues
to use the style that optimizes short-term performance but is not preferred by the
human, they may lose interest and stop exercising. If the robot’s larger goal was to
promote long-term exercise performance, it could fail, as the human may stop using
the robot if it continues giving feedback in a style they dislike. To address this issue,
the robot’s reward could be modified to include subjective measures, optimizing for a
combination of performance and preference over the long term.

This could involve adding terms to the reward based on positive comments made
by the human about the robot’s feedback (participants, especially older adults, tended
to respond verbally back to the robot after feedback) or even more subtle signals
like facial expressions. Another approach is to create pseudo-rewards based on the
human’s ratings of the robot. For example, if the robot used mostly firm feedback
in a particular set, and the human indicated dissatisfaction in a survey immediately
afterward, we could reduce the reward for the robot in the next set. This reduction
would apply each time the robot used the firm style, compensating for the lower
human enjoyment.

Once an enjoyment measure is obtained, a new challenge emerges: How do
we determine the correct balance between performance and enjoyment for each
individual? For example, if we constructed a reward that weighted performance

with a and enjoyment with 1 — a, a becomes another parameter to learn. One
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approach could be to weight performance only (o = 1) for the first session, then
adjust a based on whether the style that optimizes the human performance differs
from their preferred style. Taking a more longitudinal approach could allow the robot
to establish a baseline during the first session and then use those estimates to adapt

for the remaining sessions.

8.4 Limitations and extensions of the contextual

bandit formulation for an exercise coach

The contextual bandit formulation presented in Chapter 7 effectively demonstrated
the robot’s ability to adapt in real time, selecting the feedback style that optimized
the human’s performance. There are several extensions of this work that address
some of the simplifications we made in this formulation. First, we set the reward
the bandit received as 0 for bad performance and 1 for good performance. However,
incorporating human enjoyment or style preference could improve the long-term
impact of the exercise coach, as mentioned earlier. Additionally, including a more
nuanced reward, with performance values between 0 and 1 (e.g., right side had good
form, but left side had bad form resulting in a reward of 0.5), could improve the
coach’s adaptation. Other extensions include adding more feedback styles (e.g., very
firm, very encouraging, neutral) to diversify the robot’s feedback, and introducing
additional exercises to increase variety in the exercise session itself. Additionally, the
robot’s verbal feedback in Chapter 7 was generated offline by an LLM, and having
the LLM generating context-aware phrases in real-time would further increase the
robot feedback’s variety:.

Another possibility is to add additional contextual variables to the context on
which the bandit trains. This could include more nuanced performance information,
exercise type, etc. When increasing the number of contextual variables (e.g., the
number of fatigue levels), it is important to note that the more contexts the bandit
has to model, the slower the learning process will be. Therefore, careful consideration
should be given to which contextual variables are important for the robot to use
when adapting its feedback style. For example, knowing the exercise the human is

performing is important for generating accurate verbal feedback, as it helps the robot
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interpret performance and provide relevant corrections. For instance, if the human
was performing lateral raises and the evaluation indicated incomplete range of motion
on the last repetition, the robot could say, “Make sure you raise your arms all the
way to 90°”. The choice of exercise informs the robot’s verbal phrase; however, it
may not be necessary for the bandit to train a separate model for each exercise, as
the style of feedback likely remains the same regardless of the exercise. Choosing the
right contextual variables for adaptation is critical. Care should be taken to include
only relevant variables that affect the choice of feedback style, avoiding unnecessary

variables that could slow down the learning process.

In general, the contextual bandit approach forms a solid foundation for context-
aware adaptation of robot feedback and remains flexible for these extensions, as well

as further investigation into the long-term effects of this personalization approach.

8.5 Other Future Directions

Lastly, there are further extensions of this approach that could improve both the
feedback and the overall human experience. Adding a measure of the human’s
subjective experience to the human model, and possibly incorporating it into the
reward function for the bandit, could help the robot balance the competing outcomes
of performance and enjoyment. This approach treats the human-robot interaction as
unidirectional: the robot provides feedback to the human, but does not incorporate
any feedback the human gives about their experience and preferences (besides context
estimates used to generate and adapt the feedback). Adding a social and conversational
aspect, where the robot and human engage in back-and-forth conversation (even
during breaks between tasks), could improve the human’s experience and provide the
robot with valuable information, such as the human’s mood and motivation level.
The robot could also converse with the human about topics unrelated to the task,
building rapport and increasing the human’s enjoyment of the interaction. Lastly,
undetrsanding how human’s long term progression and enjoyment should influence

robot behavior is another important extension of this work.
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8.6 Conclusion

In this work, we present personalized context-aware multimodal robot feedback that
focuses on tailoring the robot’s responses to individual users, while considering the
dynamic context that shapes the way humans interact. We first considered estimating
context in Chapter 4, modeling key aspects of the human state related to engagement
when approximately 80% of an educational activity remained, which could allow
an agent to provide feedback early enough to improve the human experience. We
then generated nonwverbal affective robot behavior in Chapter 5 and showed that
aligning the robot’s conveyed emotion with affective movement positively impacted
the human’s performance in a sorting game. In Chapter 6, we designed a physical
robot exercise coach and demonstrated changes in human perception and performance
with different robot feedback styles. In Chapter 7, we developed a personalized
context-aware robot that used a contextual bandit approach to dynamically adapt
its feedback style to optimize human performance, learning over time which style to
apply and when. Lastly, in this chapter, we presented key takeaways and discussed
future directions of this work.

As robots become increasingly prevalent in human-facing domains, developing
personalized context-aware robots that provide multimodal feedback will foster en-
gaging and productive human-robot interactions. We believe that our work is a step

toward achieving that goal.
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A.1 Study Form

This participant form was given to participants for the study presented in Section 7.3.

A.1.1 Consent Form for Participation in Research

Principal Investigator Reid Simmons The Robotics Institute, NSH 3213 Pitts-
burgh, PA, 15213 Email: rsimmons@andrew.cmu.edu (412) 268-2621

Sponsor(s) : NSF (National Science Foundation) aAS AI-CARING 4AS Georgia
Tech

Purpose of this Study The purpose of the study is to evaluate and compare
different coaching behaviors for the Quori robot to design a personalized, context-

aware robot exercise coach.

Procedures You will be asked to perform an exercise session with the Quori robot.
The robot will converse with you before the session begins. The robot will ask you to
perform a series of exercises (see information sheet), with rest times included after
each set of the exercise is completed. You can use the light dumbbells available to
make the exercise as difficult as you are comfortable, but you always have the option

to use only your bodyweight and can drop or switch the exercise equipment whenever

115



A. Appendix

desired. In all cases, the robot will not be mobile and will only move its arms and
torso during the session. You will always be a safe distance away from the robot.
To gather data, you will be asked to fill out questionnaires to rate your experience
of the tasks and perception of the robot. Video cameras and microphones will record
you during the study. We will be using a third-party transcriber on the audio recorded.
We may also ask you to wear a heart rate monitor to help the robot monitor your
fatigue. These videos will be used to analyze your performance and responses, which
provide data for assessing our robot technology. Experimenters may assist the robot
with some parts of the study. This assistance may not be visible to you. If you do
not wish to be audio and video recorded, you should not participate in this study.
The study will take up to 45-60 minutes.

Participant Requirements Participants must be adults age 18 or older. You must
be comfortable performing basic exercise motions and not have significant mobility

limitations that would prevent the execution of the exercises

Risks The risks and discomfort associated with participation in this study are no
greater than performing exercises with low resistance at home or at a gym. As seen
on the information sheet, you can utilize bodyweight or dumbbells to do the exercises
at your preferred difficulty level. You can make modifications to the exercises (range
of motion, speed of movement, etc.) based on your comfort and fatigue level. If at
any point you need an additional rest or would like to stop the session, you may do

SO.

Benefits You will receive the health and wellness benefits associated with a short
exercise session. Your participation will be beneficial to the our research and will

help us evaluate the robot exercise coach.

Compensation and Costs You will be compensated with $20 in cash upon
completion of the study, and we may offer transportation compensation if necessary.
You are expected to complete the study, but in the case of partial completion, partial
payment will be remitted.

There will be no cost to you if you participate in this study.
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Future Use of Information In the future, once we have removed all identifiable
information from your data, we may use the data for our future research studies, or
we may distribute the data to other investigators for their research studies. We would
do this without getting additional informed consent from you. Sharing of data with

other researchers will only be done in such a manner that you will not be identified.

Confidentiality By participating in the study, you understand and agree that
Carnegie Mellon may be required to disclose your consent form, data and other
personally identifiable information as required by law, regulation, subpoena or court
order. Otherwise, your confidentiality will be maintained in the following manner:

Your data and consent form will be kept separate. Your research data will be
stored in a secure location on CMU property or via secure electronic means and
in the control of CMU. By participating, you understand and agree that the data
and information gathered during this study may be used by Carnegie Mellon and
published and/or disclosed by Carnegie Mellon to others outside of Carnegie Mellon.
However, your name, address, contact information and other direct personal identifiers
in your consent form will not be mentioned in any such publication or dissemination
of the research data and/or results by Carnegie Mellon.

The researchers will take the following steps to protect participantsAAZ identities
during this study: (1) Each participant will be assigned a number; (2) The researchers
will record any data collected during the study by number, not by name; (3) Only
members of the research group will view collected data in detail; (4) Any recordings or
data files will be stored in a secured location accessed only by authorized researchers.

The sponsors listed on page 1 may also review identifiable research records.

Rights Your participation is voluntary. You are free to stop your participation
at any point. Refusal to participate or withdrawal of your consent or discontinued
participation in the study will not result in any penalty or loss of benefits or rights
to which you might otherwise be entitled. The Principal Investigator may at his/her
discretion remove you from the study for any of a number of reasons. In such an
event, you will not suffer any penalty or loss of benefits or rights which you might

otherwise be entitled.
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Right to Ask Questions and Contact Information If you have any questions
about this study, you should feel free to ask them now. If you have questions later,
desire additional information, or wish to withdraw your participation please contact:

Dr. Reid Simmons Carnegie Mellon University Pittsburgh, PA, 15213 Email:
rsimmons@andrew.cmu.edu (412) 268-2621

If you have questions pertaining to your rights as a research participant; or to
report concerns to this study, you should contact the Office of Research Integrity and
Compliance at Carnegie Mellon University. Email: irbAARreview@andrew.cmu.edu .
Phone: 412-268-4721.

Voluntary Consent By signing below, you agree that the above information has
been explained to you and all your current questions have been answered. You
understand that you may ask questions about any aspect of this research study
during the course of the study and in the future. By writing your name below, you
acknowledge that this is equivalent to a signature and you agree to participate in this
research study.

Please write your name below as your signature

Optional Permission I understand that the researchers may want to use any
video or audio recording for illustrative reasons in presentations of this work online, in
print for scientific or educational purposes, or as part of a publicly available database.
Please choose one of the following options.

* [ grant full permission for the use of audio and video recordings as described

above.
* | grant permission provided that my face is de-identified.

* [ decline this optional permission.

A.1.2 Demographics Form

1. Your gender
2. Your age

3. How many children do you have?
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How many grandchildren do you have?

Your ethnicity

What is your highest level of education?

What is your marital status?

How much knowledge do you have of robotics?

How much computer language programming experience do you have?
Have you ever interacted with a robot before?

If yes, what robot did you interact with? (name or type)

A.1.3 Survey completed after each round of exercise

Rate the robot on these scales

1.

Stagnant to Lively (1-7)

2. Inert to Interactive (1-7)

3. Apathetic to Responsive (1-7)
4. Unfriendly to Friendly (1-7)
D.
6
7
8

Unkind to Kind (1-7)

. Unpleasant to Pleasant (1-7)
. Incompetent to Competent (1-7)
. Unintelligent to Intelligent (1-7)

Answer these questions about the robot coach

1.
2.

How strict did you feel the robot coach was? (1 not strict to 7 very strict)

How motivational did you feel the robot coach was? (1 not motivational at all

to 7 very motivational)

. How corrective did you feel the robot coach was? (1 not corrective to 7 very

corrective)

How well did the robot coach’s feedback match the kind of feedback you prefer?

(1 not well at all to 7 extremely well)
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5. Any additional comments?

A.2 LLM Prompt for Generating Robot Verbal
Feedback

from openai import OpenAl
import pickle

import json

API_KEY = 2
client = OpenAI(api_key=API_KEY)

system_prompt = 7’7’

You are a physical therapy assistant, and your client is a physical
therapy patient. Your client is
performing repetitions of var:
exercise name and the last
repetition var:evaluation. You see

that your client var:fatigue.

You can give feedback in five different ways:

The very encouraging style has the most encouragement and is the
most positive even when the client
makes some mistakes
The encouraging style has a little less encouragement than very
encouraging, but is still very
positive
The neutral style is neither very encouraging nor very firm
The firm style has very small amount of encouragement and pushes the
client to fix mistakes
The very firm style has even less encouragement and pushes the

client even more to fix mistakes

For the repetition, you choose to give some feedback to them in a

var:style style.
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Make sure that you adjust the feedback that you provide to take into
consideration the client’s
fatigue, how their their last
repetition went, the type of
exercise they are doing, and what
style of feedback you are

providing.
For example, here are a few examples of output.

Great effort! Keep going, youdAZre doing awesome!

Concentrate on the right shoulder. Work towards a better range.

PP

user_prompt = ’Provide a one sentence statement of feedback in a var
:style style to the client, and

your response should be less than

10 words.’
exercise_list = [’bicep curls’, ’lateral raises’]
fatigue_list = [’low’, ’moderate’, ’high’]
fatigue_message_list = [’is not very tired, and has a lot of energy’

, ’is a little tired and has 1less

energy.’, ’is very tired and
fatigued’]
style_list = [’very firm’, ’firm’, ’neutral’, ’encouraging’, ’very

encouraging’]

ml = [’had a lower range of motion than ideal on the left side, but
the right side had good form’, °’
had a lower range of motion than
ideal on the right side, but the
left side had good form’, ’had a
lower range of motion than ideal
on both sides’]

el = [’low_range left side’, ’low_range right side’, ’low_range both

sides’]
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m2 = [’had bad form on the left side, but the right side had good
form’, ’had bad form on the right
side, but the left side had good
form’, ’had bad form on both sides
> ]
e2 = [’bad left side’, ’bad right side’, ’bad both sides’]
m3 = [’corrected a mistake in the previous repetition of lower range
of motion on the left side’, ’
corrected a mistake in the
previous repetition of lower range
of motion on the right side’, ’
corrected a mistake in the
previous repetition of lower range
of motion on both sides’]
e3 = [’corrected low_range left side’, ’corrected low_range right
side’, ’corrected low_range both
sides’]
m4 = [’corrected a mistake in the previous repetition of bad form on
the left side’, ’corrected a
mistake in the previous repetition
of bad form on the right side’, ’
corrected a mistake in the
previous repetition of bad form on
both sides’]
e4d = [’corrected bad right side’, ’corrected bad left side’, °’

corrected bad both sides’]

m5 = [’had good form’]
eb = [’good form’]

m6 = [’had a higher range of motion than ideal on the left side’, °’
had a higher range of motion than
ideal on the right side.’, ’had a
higher range of motion thamn ideal

on both sides’]
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e6 = [’high_range left side’, ’high_range right side’, ’high_range
both sides’]

m7 = [’corrected a mistake in the previous repetition of higher
range of motion on the left side’,
>corrected a mistake in the
previous repetition of higher
range of motion on the right side’
, ’corrected a mistake in the
previous repetition of higher
range of motion on both sides’]

e7 = [’corrected high_range left side’, ’corrected high_range right
side’, ’corrected high_range both
sides’]

m8 = [’was slower than it should be’, ’was faster than it should be’
]

e8 = [’fast’, ’slow’]

m9 = [’corrected a mistake in the previous repetition of going too
fast’, ’corrected a mistake in the
previous repetition of going too
slow’]

e9 = [’corrected fast’, ’corrected slow’]

ml0 = [’had good speed’]

el0 = [’good speed’]

evaluation_message_list = ml1 + m2 + m3 + m4 + mb + m6 + m7 + m8 + m9
+ ml0

evaluation_list = el + e2 + e3 + e4 + eb + e6 + e7 + e8 + e9 + el0

num_prompts = 0

for exercise in exercise_list:
for fatigue, fatigue_message in zip(fatigue_list,

fatigue_message_list):

response_dict = {}

#New file for each fo these combinations
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for message, evaluation in zip(evaluation_message_list,
evaluation_list):
response_dict [evaluation] = {}
for style in style_list:
response_dict [evaluation] [style] = []
cur_system_prompt = system_prompt.replace(’var:
exercise’,
exercise)
cur_system_prompt = cur_system_prompt.replace(’var:
evaluation’,

message)

cur_system_prompt cur_system_prompt.replace(’var:
fatigue’,

fatigue_message)

cur_system_prompt cur_system_prompt.replace(’var:
style’, style)
cur_user_prompt = user_prompt.replace(’var:style’,

style)

for ii in range(5):
completion = client.chat.completions.create(
model="gpt-3.5-turbo",

messages=[

{"role": "system",

"content": cur_system_promptl},

{"role": "user", "content": cur_user_promptl}
]
)
response = completion.choices[0].message.content

response_dict[evaluation] [style].append(response

)
num_prompts += 1
if num_prompts % 10 == 0:
print (num_prompts)
print (exercise, fatigue)
print (num_prompts)
with open(’{}_{}.json’.format (exercise, fatigue), ’w’) as f:

f.write(json.dumps (response_dict, indent=4))
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